
Journal of Computational Physics 472 (2023) 111684
Contents lists available at ScienceDirect

Journal of Computational Physics

journal homepage: www.elsevier.com/locate/jcp

Shape optimization for the strong routing of light in periodic 

diffraction gratings

Juan C. Araújo C. a,b,∗, Christian Engström c, Eddie Wadbro b,d

a Department of Science and Mathematics Education, Umeå University, Sweden
b Department of Computing Science, Umeå University, Sweden
c Department of Mathematics, Linnaeus University, Sweden
d Department of Mathematics and Computer Science, Karlstad University, Sweden

a r t i c l e i n f o a b s t r a c t

Article history:
Received 28 March 2022
Received in revised form 19 September 
2022
Accepted 6 October 2022
Available online 21 October 2022

Keywords:
Shape optimization
Light routing
Diffraction grating
Scattering problem
Helmholtz problem

In the quest for the development of faster and more reliable technologies, the ability 
to control the propagation, confinement, and emission of light has become crucial. The 
design of guide mode resonators and perfect absorbers has proven to be of fundamental 
importance. In this project, we consider the shape optimization of a periodic dielectric 
slab aiming at efficient directional routing of light to reproduce similar features of a guide 
mode resonator. For this, the design objective is to maximize the routing efficiency of an 
incoming wave. That is, the goal is to promote wave propagation along the periodic slab. 
A Helmholtz problem with a piecewise constant and periodic refractive index medium 
models the wave propagation, and an accurate Robin-to-Robin map models an exterior 
domain. We propose an optimal design strategy that consists of representing the dielectric 
interface by a finite Fourier formula and using its coefficients as the design variables. 
Moreover, we use a high order finite element (FE) discretization combined with a bilinear 
Transfinite Interpolation formula. This setting admits explicit differentiation with respect 
to the design variables, from where an exact discrete adjoint method computes the 
sensitivities. We show in detail how the sensitivities are obtained in the quasi-periodic 
discrete setting. The design strategy employs gradient-based numerical optimization, which 
consists of a BFGS quasi-Newton method with backtracking line search. As a test case 
example, we present results for the optimization of a so-called single port perfect absorber. 
We test our strategy for a variety of incoming wave angles and different polarizations. In 
all cases, we efficiently reach designs featuring high routing efficiencies that satisfy the 
required criteria.

© 2022 The Author(s). Published by Elsevier Inc. This is an open access article under the 
CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The scattering of waves by periodic layered linear media [1,2] in two and three dimensions arises in many engineering 
and physics applications. Examples of the so-called diffraction gratings [1] exist in material’s science [3], geophysics [4,5], 
imaging [6], and acoustics [7], to name a few. Additionally, important examples are found in electromagnetic and photonic 
applications [8–11], as well as in the field of plasmonics [12,13].
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The guided resonances of layered electromagnetic systems have been extensively researched aiming at the design of 
efficient devices [14–17]. Moreover, the so-called Guided-Mode Resonators (GMR) and Perfect Absorbers are of particular 
interest for their high degree of optical tunability (wavelength, polarization, and intensity) [18], which is particularly at-
tractive for applications requiring waveguide coupling, electromagnetic field enhancement, and the filtering and focusing of 
light. Examples are found in bio-sensing [19] and photovoltaics [8,20]. Furthermore, GMRs have application in the design 
of efficient polarizers, spectrometers, optical switches, modulators, light-electricity transducers [21–23], and light-trapping 
layers for solar cells [8,24]. For an introduction to the concepts of GMR, the reader is referred to Quaranta et al. [18] and 
Guise et al. [25].

Diffraction gratings consisting of a single periodic layer (slab) with 1D periodicity can be fine-tuned [26] to exhibit 
remarkable resonant absorption (high quality factor). The so-called Yablonovitch limit [27,28] gives an estimate that char-
acterizes the absorption efficiency in a diffraction grating with a single layer in terms of its refractive index and thickness. 
The estimate is derived from ray optics, where the thickness of the layer is assumed greater than the wavelength of the 
incoming wave. Design techniques for the assemblies of optical devices with efficiencies beyond the Yablonovitch limit have 
been proposed by employing thin coatings [8,29], photonic crystal mirrors [30,31], or plasmonic gratings [32].

Alternatively, it has been reported that slabs whose thickness is smaller than the wavelength of the incoming wave have 
the potential to be more efficient than what is predicted by the Yablonovitch limit [24]. For this reason, the design of thin 
slabs is of particular interest. In such a case, the assumptions from the ray-optics approximation are no longer applicable, 
and the Maxwell equations are necessary to accurately describe the physical phenomena. The diffraction grating’s efficiency 
can then be assessed by looking at the guided resonances of the open system [18]. The groove depth of a periodic slab 
with a modulated surface is the maximum deviation from the surface reference point. Gratings with shallower groove depth 
typically exhibit higher quality factors, or larger and sharper resonance peaks [18,33]. In general, an increase in the groove 
depth causes the imaginary part of the guided resonance to increase, thus decreasing the resonance peak and lowering the 
quality factor of the device.

Diffraction gratings can be modeled by using integral equation based formulations [34]; namely, by using volume [10] or 
boundary integral formulations [7,9,11,35–37]. In these formulations, quasi-periodicity and outgoing conditions are imposed 
naturally by the use of the outgoing quasi-periodic Green’s function. Alternatively to integral equations, it is common to use 
a partial differential equation (PDE) subject to quasi-periodic and outgoing conditions [2,38,39]. In the PDE based formula-
tion, quasi-periodicity is imposed via wall matching conditions, and outgoing conditions are set up by using Rayleigh–Bloch 
expansions. Two important situations that require special attention arise in the analysis of periodic diffraction gratings. The 
first case refers to the guided resonances [18] of the system. The second case pertains to the so-called Rayleigh frequencies 
arising from the Rayleigh representation of outgoing waves. The Rayleigh frequencies depend on the angle of incidence of 
the incoming plane wave. For historical reasons, both situations are discussed in the literature as Wood’s anomalies [33].

At Rayleigh frequencies, the quasi-periodic Green function is not defined [11,40]. However, several techniques can be 
employed to overcome this difficulty [11]. For example, by tailoring special Green-functions that are well-defined at Rayleigh 
frequencies. In discretizations based on boundary integral equations, it is possible to avoid the non-existence of solutions by 
using an explicit method for imposing periodicity [41]. Additionally, Gillman et al. [35] proposed a strategy that uses locally 
periodic and non-periodic Green’s functions.

In the PDE-based formulation, it is common to use Perfectly Matched Layers (PML) [38,42] and Dirichlet-to-Neumann 
maps (DtN) to set up outgoing conditions. Discretizations applied to quasi-periodic diffraction gratings employing a PML 
suffer from solutions having low accuracy near Rayleigh frequencies. A possible remedy to this problem is described by Zhou 
et al. [42]. Alternatively to the PML method, DtN formulations have been used for solving diffraction grating problems. The 
DtN is set up by employing the Rayleigh representation of outgoing waves, and hence presents non-uniqueness of solutions 
at Rayleigh frequencies [43]. A possible fix is to use so-called Robin-to-Robin (RtR) transparent boundary conditions, which 
exhibit better stability properties compared to DtN boundary conditions [44].

The RtR formulation allows us to solve the direct problem also at Rayleigh frequencies and characterizes the set where 
the formulation delivers a non-unique solution.

1.1. Overview of optimization techniques for diffraction gratings

In this work, we are particularly interested in designing efficient absorbers: Devices that when illuminated with an 
incident plane wave delivers most of its energy into the grating. Typical optimization techniques for diffraction gratings with 
GMR in mind are based on the theoretical framework of Moharam et al. [45]. The latter consists of building the scattering 
matrix for an array of straight slabs using the Maxwell equations and coupled-wave analysis [46,47] on simple geometries. 
In the scattering matrix formalism, from a given geometry and given incoming waves, we assemble the corresponding 
scattering matrix of the system. Perfect absorption, or absence of scattering, occurs at the complex guided resonances of 
the system. For a given dielectric structure, scattering near perfect absorption requires the supply of the right incident 
waveform.

Alternatively, an optimization problem can be set up for finding the closest shape of a slab that resembles the properties 
of a perfect absorber for a given frequency and incoming wave. Common optimization schemes applied to diffraction grat-
ings are set to find few geometrical parameters for the slab. A first order parameterization (straight interfaces) along with 
piecewise permittivity constants forms the basis of the most commonly used optimization strategy for diffraction gratings. 
2
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Fig. 1. Geometry of the diffraction grating problem.

Examples of the latter can be found in studies using the so-called particle swarm optimization [46–48], or the work by 
Giese et al. [25].

Alternatively, a Nelder–Mead simplex optimization scheme has been also used for similar problems [49]. More recently 
the so-called optimized figure of merit has been presented [50], for searching for optimal groove-depths and grating periods 
for diffraction grating problems. An important limitation of these approaches is the low dimensionality of the design space.

Instead of the optimization methods mentioned above, we discretize the PDE of the problem and use a discrete adjoint 
method for computing the sensitivities. In this work, we present a novel way of optimizing designs for the perfect absorption 
of incoming planar waves into a quasi-periodic slab. The problem falls under the class of PDE-constrained shape optimization 
problems, where the sensitivity of the shape of the metasurface is driven by the scattered wave, which is constrained to 
satisfy Helmholtz equation subject to quasi-periodic constraints and appropriate outgoing wave conditions. The proposed 
method is flexible and allows for a simple parameterization of the surface. The PDE is discretized by a high order polynomial 
version of the Finite Element Method, and the outgoing wave conditions are modeled by Robin-to-Robin maps (RtR) based 
on the Rayleigh expansion of the quasi-periodic solution. We use a fixed number of elements, which has the advantage of 
avoiding difficulties related to re-meshing. The objective function is evaluated using the numerical solution to the PDE, and 
the sensitivities of the design variables are obtained by using a discrete adjoint method. The numerical optimization consists 
of the BFGS method with backtracking line search.

A similar approach from Aylwin et al. [36] has recently appeared for the computation and optimization of periodic 
diffraction gratings consisting of metallic surfaces by using boundary integral formulation.

2. Optimization problem and parameterization

We consider a single layer GMR device consisting of a dielectric slab with a parametrically shaped upper interface and 
a flat base. The slab’s thickness is in the subwavelength regime. Let the domains �s , �1, and �2 be the regions depicted 
in Fig. 1. We define the computational domain � := �1 ∪ �s ∪ �2 as the rectangle of length d and height 2L. The top and 
bottom boundaries of � are denoted �1 and �2, respectively. Similarly, �L and �R denote the left and right boundaries of 
�. In the optimization strategy, we also make use of the right boundary of �s , which is denoted �0.

The objective of the optimization is to find the shape of the slab that best promotes the routing of light through a 
dielectric slab. We consider slabs with a modulated upper surface of small groove depths (imposed by the box constraints), 
in order to reduce losses by scattering. We search optimal designs with low frequency modulation of the shape of the GMR. 
For this, we impose additional constraints.

2.1. Governing equations

In the following, we consider non-magnetic, locally homogeneous and isotropic materials, and assume the time harmonic 
ansatz e−iωt , with ω ∈ R a given frequency. From the Maxwell equations, we obtain decoupled wave equations [51,52] for 
the electric field E

∇ × ∇ × E −
(ω

c

)2
ε E = 0, (1)

and for the magnetic field
3
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∇ ×
(

1

ε
∇ × H

)
−
(ω

c

)2
H = 0, (2)

where c is the speed of light in vacuum, and the relative permittivity ε accounts for the description of dielectrics. In this 
work ε is real, positive, and piecewise constant.

Dielectric interfaces with infinite length along the z-axis are represented by using ε = ε(x, y), which is independent of 
z. This particular symmetry suggests the following explicit separation of variables

E := Ẽ(x, y)eik3 z, and H := H̃(x, y)eik3 z. (3)

We let x := (x, y) and we assume that the incoming plane wave propagates in one of the following special polarizations:

Transverse Magnetic (TM) polarized waves: In this case the fields have the explicit form Ẽ := (0, 0, E3)
� and H̃ :=

(H1, H2, 0)� . From equations (1) and (3), we obtain the equivalent problem

−�E3 − ω2εE3 = 0, for x ∈ R2. (4)

Transverse Electric (TE) polarized waves: In this case the fields have the explicit form Ẽ := (E1, E2, 0)� and H̃ := (0, 0, H3)
� . 

From equations (2) and (3), we obtain the equivalent problem

−∇ ·
(

1

ε
∇H3

)
− ω2 H3 = 0, for x ∈R2. (5)

From the suggested symmetry, the three dimensional vector problems (1) and (2) are reduced to the equivalent two 
dimensional scalar problems (4) and (5) that are written in compact notation as

−∇ · (ρ∇u) − ω2η u = 0, for x ∈R2, (6)

where u := E3, ρ := 1, η = ε for the TM-polarization and u := H3, ρ := 1/ε, η := 1 for the TE polarization.

2.2. Description of the scattering problem

The solution u that satisfies Helmholtz equation (6) is denoted the total wave. For a piecewise constant relative permit-
tivity ε ∈ L∞(�), a dielectric slab can be defined as �s := supp(ε − 1), which is assumed to be periodic in the x-axis and 
of thickness which is compact in the y-axis. A sketch of the problem is presented in Fig. 1.

For future reference, we introduce the slab’s refractive index as ns . In the case of illumination by an incoming plane 
wave with wave vector k := ω(cos θ, − sin θ)� , we define the functions

ui :=
⎧⎨
⎩

eik·x, x ∈ �1
0, x ∈ �s

0, x ∈ �2

and ε :=
⎧⎨
⎩

1, x ∈ �1

n2
s , x ∈ �s

1, x ∈ �2

. (7)

The strong formulation for the total wave reads

−∇ · (ρ∇u) − ω2η u = 0, x ∈ �,

∇(u − ui) · n1−iσ(u − ui) = R1(u − ui), x ∈ �1,

∇u · n2−iσu = R2u, x ∈ �2,

u(x + de1) = ψu(x), x ∈ �L,

∇u(x + de1) · nL = ψ∇u(x) · nL, x ∈ �L,

(8)

where σ > 0, n j is the outward unit vector with respect to � j , ψ := eiad , a := ω cos θ and, exact outgoing wave conditions 
are defined by the use of Robin-to-Robin operators Rm on �m, m = 1, 2.

In order to introduce periodicity in the model problem and to establish it’s effect in the application of outgoing condi-
tions, we make use of the following definitions and properties.

Property: The functions {eian x}, with an := 2πn/d, n = 0, 1, 2, 3, . . ., form an orthogonal basis in the interval [0, d]. Particu-
larly, the following identity hold

1

d

d∫
eianxe−iamx dx = δn,m with δn,m :=

{
1 if n = m
0 else.

(9)
0

4
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As indicated in equation (8), the scattered wave us := (u − ui) satisfies the outgoing boundary conditions that are im-
posed on �m, m = 1, 2. Outgoing waves in the exterior domain (|x2| ≥ L) are written in terms of the so-called Rayleigh 
expansions [33,43]

u± :=
∞∑

n=−∞
A±

n ei(an+a)x1±ibnx2 , with A±
n := 1

d
e−ibn L

d∫
0

u±(s,±L)e−i(an+a)s ds, (10)

where

cn := ω2 − (an + a)2 and bn :=
{ √

cn, cn ≥ 0,

i
√−cn, cn < 0.

(11)

The coefficients A±
n in expansion (10) are obtained by assuming that u±(x) is known for x ∈ �± and using the orthogonality 

property.
Let H1

� (�) denote the space of quasi-periodic functions defined as

H1
� (�) := {u ∈ H1(�) : u(x + de1) = ψu(x) for x ∈ �L}, with ψ := eiad. (12)

We define H1/2
� (�m) as the trace of H1

� (�) on the boundary �m and H−1/2
� (�m) as its dual space.

To require that the solution is outgoing, we employ the so-called Robin-to-Robin (RtR) maps, which map Robin conditions 
for u ∈ H1

� (�) with Robin conditions for the Rayleigh expansion (10) that are matched on �m . In this way, the operators Rm

are defined as the application of Robin boundary conditions on the Rayleigh expansion (10)

Rm : H1/2
� (�m) → H−1/2

� (�m),

∞∑
n=−∞

A±
n ei(an+a)x1±ibn L →

∞∑
n=−∞

i(bn−σ)

d
A±

n ei(an+a)x1±ibn L .
(13)

Therefore, the effect of the operators Rm applied to u is given by

Rmu :=
∞∑

n=−∞

i(bn−σ)

d
ei(an+a)x1

d∫
0

u(s,±L)e−i(an+a)s ds, m = 1,2. (14)

In practice, a truncated operator Rl
m is used instead of the full series (14). Similarly as for Dirichlet-to-Newmann formu-

lations [53,54], the accuracy of the FE computation depends critically on the number of terms used in the truncation of the 
series.

The so-called Poynting’s vector S := E × H specifies the pointwise direction of wave propagation and its magnitude is 
equivalent to the electromagnetic energy flux. The energy of the electromagnetic scattered wave leaving � through the 
boundary �k is proportional to the functional

Re
∫
�k

S · nk dx = 1

ω
Im

∫
�k

us∇ūs · nk dx, (15)

where nk is the outer normal vector to �k .

3. Variational formulation and discretization

We introduce smooth quasi-periodic functions u and v and use Green identities on the first equation in (8) to obtain∫
�

ρ(x)∇u · ∇ v̄ dx − ω2
∫
�

η(x) uv̄ dx −
2∑

m=1

∫
�m

∇u · n j v̄ dx = 0. (16)

The contributions on �L and �R cancel each other since nL = −nR and since u and v are quasi-periodic functions.
The variational formulation to problem (8) reads: For given f ∈ L2(�), ω ∈ R, and ρ, η ∈ L∞(�), find u ∈ H1

� (�) such 
that ∫

�

ρ(x)∇u · ∇ v̄ dx − ω2
∫
�

η(x) uv̄ dx −
2∑

m=1

∫
�m

(Rm+iσ) uv̄ dx =
∫
�1

f v̄ dx, (17)

for all v ∈ H1
� (�). In the case of illumination with a plane wave ui as in equation (7), we obtain f = −2iω sin θ eik·x

corresponding to the source term in equation (17).
5
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3.1. Stability using the RtR map

In this section, we cite articles that use a different but equivalent formulation of the problem. Therefore, we will refor-
mulate the problem in terms of a shifted gradient operator ∇a := ∇ + iae1, where e1 is the unit vector in the x-direction. 
The operator ∇a is in the alternative variational formulation applied to x-periodic functions.

The function u is quasi-periodic and ua = ue−iax is a x-periodic function with period d. Let H1
per(�) denote the space of 

x-periodic functions with period d. The trace of ua on �m has the Fourier series expansion

û(x) :=
∑
n∈Z

um
n eianx, an = 2nπ/d, (18)

where the Fourier coefficients um
n , m = 1, 2 indicate that the trace is on �m . For each s ∈R, we let Hs(�m) denote the space

Hs(�m) :=
{

v̂ =
∑
n∈Z

vm
n eianx :

∑
n∈Z

(
1 + a2

n

)s |vm
n |2 < ∞

}
. (19)

Set ân = a + an , cn = ω2 − â2
n , and

bn =
{√

cn, for |ân| ≤ ω,

i
√−cn, for |ân| > ω.

(20)

Let C∞
per(�) denote the space of smooth x-periodic functions with period d. The space H1

per(�) is then defined as the 
completion of C∞

per(�) in the H1-norm. Define for ua, va ∈ H1
per(�) the sesquilinear form

t(ω)[ua, va] := t1[ua, va] − (ω2 + 1)t2[ua, va], (21)

where

t1[ua, va] :=
∫
�

ρ∇aua · ∇a va + ηua v̄a dx −
2∑

m=1

∫
�m

(Rm+iσ)ua v̄a dx (22)

and

t2[ua, va] :=
∫
�

ηua v̄a dx. (23)

An equivalent formulation of (17) is then: Find ua ∈ H1
per(�) such that

t(ω)[ua, va] =
∫
�1

f v̄a dx for all va ∈ H1
per(�). (24)

We have that Re t1[ua, ua] ≥ min{ρ, η}‖ua‖2
H1

per
and t2 is compact [55], i.e. the sesquilinear form can be represented by a 

compact operator on H1
per(�). Hence, t(ω) fulfills a Gårding inequality, which implies that the Fredholm alternative holds. 

Hence, the original problem has an unique solution if the problem: Find ua ∈ H1
per(�) such that t(ω)[ua, ua] = 0 only has 

the trivial solution.
The sum over n ∈Z in the Fourier series can be decomposed into a sum over the sets

S− := {n ∈Z : cn < 0}, S0 := {n ∈Z : cn = 0}, S+ := {n ∈Z : cn > 0}, (25)

where S− , S0, and S+ correspond to the exponentially decaying, constant, and propagating waves, respectively. The sets S+
and S0 are by definition finite and the set S− is for non-trivial cases an infinite set.

The truncated RtR operator R N
m :H1/2(�m) →H−1/2(�m) is

R N
mû :=

∑
|n|≤N

i(bn−σ)um
n eianx, û(x) =

∑
n∈Z

um
n eianx. (26)

Let σ > 0. Then we have

Im ((R N
m+iσ)ua, ua)�m =

∑
n∈S+, |n|≤N

√
cn|um

n |2+σ
∑

|n|>N

|um
n |2, (27)

which implies that t(ω)[ua, ua] = 0 only is possible if um
n = 0 for n ∈ S+, |n| ≤ N and um

n = 0 for all |n| > N . This improves 
the corresponding result for the DtN map [43, Lemma 3.2].
6
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3.2. Energy balance

The output energy over a boundary segment �k is proportional to

Jk := Im
∫
�k

us ∇ūs · nk dx = 1

2i

∫
�k

(us ∇ūs − ūs ∇us) · nk dx, k = 0,1,2, (28)

where us := u − ui , with ui as defined in expression (7), and u solves governing equation (8).
Under the assumption of non-dispersive dielectrics, we work with the real valued piecewise constants ρ and η. By 

setting v ≡ u, and taking the imaginary part of equation (16), we obtain the total flux

�T :=
2∑

j=1

Im
∫
� j

∇u · n j ū dx = 0. (29)

We define the net scattered flux as

�S := J1 + J2. (30)

Lemma. For the given incoming wave (7), the net scattered flux is �S = b0d.

To prove the claim, we first replace u = us + ui on �1 in expression (29). Using definition (28) and expanding, we obtain

J1 + J2 + Im

⎧⎪⎨
⎪⎩
∫
�1

(
∇us · n1ūi dx + ∇ui · n1ūs

)
dx +

∫
�1

∇ui · n1ūi dx

⎫⎪⎬
⎪⎭= 0. (31)

Next, we use ui := ei(ax−b0 y) and ‖ui‖ = 1, in order to evaluate equation (31). From where we reach

Im
∫
�1

∇ui · n1ūi dx = −b0d. (32)

Next, we show that the mixed terms in (31) vanish. Notice that for x ∈ �1 we have x := (x, L)� , us := u+ , n1 := (0, 1)�
and ∇v · n1 ≡ ∂y v . Additionally, by definition ∇ui · n1 = −ib0 ui and from the Rayleigh expansion (10), we write for x ∈ �1

us =
∞∑

n=−∞
Anei(an+a)x+ibn L and ∇us · n1 =

∞∑
n=−∞

ibn Anei(an+a)x+ibn L . (33)

Thus,

d∫
0

∂yus ūi ds =
∞∑

n=−∞
ibn An

d∫
0

ei(an+a)s+ibn Le−i(as−b0 L) ds = id b0 A0e2ib0 L, (34)

by using the orthogonality property. Similarly, we compute

d∫
0

∂yui ūs ds = −id b0 Ā0e−2ib0 L . (35)

Then,

Im
∫
�1

(∇us · n1ūi dx + ∇ui · n1ūs)dx = Re
(

d b0 A0e2ib0 L − d b0 A0e2ib0 L
)

= 0, (36)

where we take the imaginary part and use identities of complex numbers to complete the proof.
Equations (29) and (30) are used in order to measure the quality of our numerical solution strategy that is introduced in 

the following section.
7
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3.3. Objective function

We parameterize the upper interface of the dielectric slab �s as the curve Y (x) as depicted in Fig. 1. The function Y (x) is 
bounded by the fixed values y1 and y2. That is, the designs satisfy 0 < y1 < Y (x) < y2 < L, and we set ym := (y1 + y2)/2. 
In this setting, it is natural to use the following Fourier representation of the interface of the slab

Y (x) = ym +
N∑

j=1

α j sin
2π j

d
x, (37)

from where the parameters α = (α1, . . . , αN )� are chosen as the design variables.

Routing efficiency: To measure the efficiency of the designs, we use the ratio between the routed wave energy entering �0

and the losses due to scattering away from the slab. That is, we consider

Q e(α) :=
∣∣∣∣ J0

J1 + J2

∣∣∣∣= | J0|
b0d

. (38)

The absolute value indicates that the direction of routing is not important. Definition (38) naturally motivates the choice of 
J 2

0 , as the functional to be maximized. Thus, we introduce the so-called routing objective as

F (α) := log J 2
0. (39)

We cast the constrained optimization problem as an unconstrained optimization problem by introducing a penalization 
that increases when Y (α, x) oscillates away from ym and grows unbounded as Y (α, x) tends to y1 or y2. In order to enforce 
the bound constraints, we introduce the penalty function

Fc(α) := −
d∫

0

log |Y (α, x) − y1| + log |y2 − Y (α, x)|dx. (40)

This penalty function is an integral version including logarithmic barrier functions, which are routinely used to enforce 
inequality constraints in non-linear optimization. Moreover, to promote optimal designs with less oscillatory shapes, we use 
the following penalization term

F p(α) :=
d∫

0

(
d 2Y

dx2

)2

dx = 1

2

(
2π

d

)4 N∑
j=1

j4α2
j , (41)

where we have used the orthogonality of trigonometric functions and representation (37).
We define the objective function as

min
α

−F (α) + τ Fc(α) + γ F p(α), (42)

for given penalty parameters τ > 0 and γ > 0.

3.4. Discretization

Let the domain � ⊂R2 be covered with a regular and quasi-uniform finite element mesh T (�) consisting of NK quadri-
lateral elements {K j}NK

j=1. The mesh is shape regular [56, Sec. 4.3] and designed such that the permittivity ε is constant in 
each K j . Let h j be the length of the largest diagonal of the non-curved primitive K j and denote by h the maximum mesh 
size h := max j h j . Additionally, Pp denotes the space of polynomials on R2 of degree ≤ p in each space coordinate. Finally, 
we define the Nh dimensional finite element space as

Vh(�) := {u ∈ H1
� (�) : u|K j

∈ Pp(K j) for K j ∈ T }. (43)

We introduce the shape functions {ϕ j}Nh
j=1, the solution vector u := (u1, u2, . . . , uNh )

� , and the FE representation uh =∑Nh
1 u jϕ j .
To use the exact parameterization of shapes, we employ curvilinear elements [57] and bend the edges of an initial mesh 

of good quality. Curved boundaries or interfaces are implemented by a bilinear transfinite interpolant [58,59], where the 
parameterization of curved edges are available. For reference, computational details and application to FE assembly can be 
found in the paper by Gordon and Hall [58] as well as in the reference book by Solin [60, Sec. 3.2].
8
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3.5. Details on the FE discretization

The outgoing condition follows definition (14), and the RtR is implemented in a similar way as it was done for the DtN 
in Araújo et al. [54]. We compute along �m

(Rmϕ j,ϕi)�m =
l∑

n=−l

i(bn−σ)

d

⎛
⎝ d∫

0

ϕ j(x,±L)e−i(an+a)x dx

⎞
⎠
⎛
⎝ d∫

0

ϕ̄i(x′,±L)ei(an+a)x′
dx′

⎞
⎠

=
l∑

n=−l

i(bn−σ)

d
ϕ̂n

j
¯̂ϕn

i ,

(44)

where we have used that ϕ̂n
j =

d∫
0

ϕ j e−i(an+a)x dx.

From variational form (17), we obtain our FE matrices A, M, and Qn and load vector b with entries

Aij = (ρ∇ϕ j,∇ϕi)�, Mij = (ηϕ j,ϕi)�, Q n
ij = ϕ̂n

j
¯̂ϕn

i , Gm
ij = (ϕ j,ϕi)�m , and bi = ( f ,ϕi)�1 , (45)

respectively. The truncated RtR matrix contribution is

Rl
m :=

l∑
n=−l

i(bn−σ)

d
Qn+iσGm. (46)

Thus the state equation, or discrete scattering problem, becomes

S(ω)u :=
(

A − ω2M −
2∑

m=1

Rl
m

)
u = b. (47)

In the discrete case, functional (28) is evaluated as

Jk(α) := Im{(u − ui)
�

Wk(u − ui)}, for k = 0,1,2, (48)

where ui stands for the FE interpolant of ui , and Wk are the window matrices with entries

{Wk}i j :=
∫
�k

(ϕi ∇ϕ j − ϕ j ∇ϕi) · nk dx, for k = 0,1,2. (49)

3.6. Quasi-periodicity conditions

Consider support points xL ∈ �L , the FE mesh has been set up such that �L and �R have matching support points 
satisfying xL + de1 =: xR ∈ �R . The quasi-periodic conditions are imposed in a similar way as done in Zolla et al. [61, 
Sec. 4.5]. Assume that we have arranged the FE nodal values in the following fashion u := (uC

�, uL
�, uR

�)� , where uL

and uR hold nodal values on support points on �L and �R respectively, and uC holds the remaining nodal values. Let 
ψ = eiωd cos θ , v := (uC

�, uL
�)� and P be the matrix such that Pv := (uC

�, uL
�, ψuL

�)� . Simple inspection gives

P :=
⎡
⎣ I

I
ψI

⎤
⎦ and Pv :=

⎡
⎣ uC

uL
ψuL

⎤
⎦ . (50)

In order to impose the periodicity condition uR = ψuL at matrix level, consider the 3 × 3 block matrix S. Then, we compute 
explicitly

P̄�SP :=
[

S11 S12 + ψS13

S21 + ψ̄S31 S22 + S33 + ψS23 + ψ̄S32

]
and P̄�b :=

[
bC

bL + ψ̄bR

]
. (51)

Let S̃ := (P̄�SP) and b̃ := P̄�b. Then, we solve for v from the reduced system

S̃v = b̃ (52)

and recover uR = ψuL .
9
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3.7. Numerical sensitivities

For simplicity of the presentation the derivatives with respect to design variables are referred to as sensitivities. The 
sensitivities of objective function (42) are

∇ f :=
(

∂ f

∂α1
,

∂ f

∂α2
, . . . ,

∂ f

∂αN

)�
with

∂ f

∂α j
:= − ∂ F

∂α j
+ τ

∂ Fc

∂α j
+ γ

∂ F p

∂α j
, j = 1,2, . . . , N. (53)

The sensitivities corresponding to the penalization terms can be written as follows. For the penalty terms, we write

∂ Fc

∂α j
= −

d∫
0

(
1

Y (α, x) − y1
− 1

y2 − Y (α, x)

)
∂Y

∂α j
dx and

∂ F p

∂α j
=
(

2π j

d

)4

α j . (54)

Next, we briefly describe how to obtain an exact expression that allows us to compute the sensitivities (53) by using an 
exact discrete adjoint method [62, Sec. 6.2.1]. We remark that the computation of sensitivities for the present case is more 
challenging than what was presented in our previous work [63] since we need to include the influence of the quasi-periodic 
conditions in the adjoint equation.

The state v(α) solves the system S̃(α)v(α) = b̃(α), from where u(α) is recovered and used to evaluate F (α) using 
expression (39). The sensitivities of Jk(α) are obtained [63] by employing the chain rule for complex valued problems:

∂ Jk

∂α j
= 1

2i

(
(Wku)� ∂u

∂α j
+ (W�

k ū)� ∂ū

∂α j

)
≡ Im

{
(Wku)� ∂u

∂α j

}
, (55)

for k = 0, 1, 2, where we have used the anti-symmetric property W�
k = −Wk .

By differentiating state equation (52), we obtain

∂ S̃

∂α j
v + S̃

∂v

∂α j
= 0, which we reorder as S̃

∂v

∂α j
= − ∂ S̃

∂α j
v. (56)

The periodicity constraints are enforced into the state sensitivities in the following way

∂u

∂α j
= P

∂v

∂α j
= −PS̃(α)−1

[
∂ S̃(α)

∂α j
v(α)

]
= −PS̃(α)−1

[
P̄� ∂S(α)

∂α j
u(α)

]
. (57)

Let the adjoint vector λ ∈CNh be the solution to the so-called adjoint equation

S̃�(α)λ = g, with g := −P�W0u. (58)

Then, we obtain the sensitivities

∂ J0

∂α j
= Im

{
λ�

(
−P̄� ∂S(α)

∂α j
u(α)

)}
. (59)

We describe in Section 3.7.1 how the sensitivities for the system matrix and load vector, used in (59), are computed.

3.7.1. Explicit computation of matrix sensitivities
In this section, we briefly present how the sensitivities from the state equation are computed. Let K := (−1, 1)2 denote 

the reference element, where chart points ξ ∈ K are assigned the coordinates ξ = (ξ, η)� . Consider a point x = (x, y)�
in a physical element K . Let XK : (ξ, η) → (x, y) be the mapping transforming coordinates from the reference to physical 
element. In the case where K is a quadrilateral, the transformation is a bilinear mapping. Furthermore, when K has curved 
edges, then we represent XK (K) by a bilinear Transfinite Interpolation.

Consider the physical (quadrilateral) element K with primitive edges e1, . . . , e4 and vertices x1, . . . , x4. Curved scatterers 
are represented on a FE cell K by enforcing its edges to follow smooth curves. These are defined by the parameterizations 
Xe1(ζ ), . . . , Xe4(ζ ) ⊂R2, ζ ∈ [−1, 1]. The vector valued bilinear transfinite interpolation formula is given by

XK (ξ) :=
(

XK ,1(ξ)

XK ,2(ξ)

)

=1 − ξ

2
Xe1(η) + 1 + ξ

2
Xe2(η) + 1 − η

2
Xe3(ξ) + 1 + η

2
Xe4(ξ)

− (1 − ξ)

2

(1 − η)

2
x1 − (1 − ξ)

2

(1 + η)

2
x4

− (1 + ξ)

2

(1 − η)

2
x2 − (1 + ξ)

2

(1 + η)

2
x3, (60)
10
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satisfying XK (−1, −1) = x1, XK (1, −1) = x2, XK (1, 1) = x3, XK (−1, 1) = x4 (see [58,59] and [60, Sec. 3.3]). This is, at cor-
ners the mapping XK corresponds to the value of the physical nodes.

In the matrix assembly process, integrals over K are mapped to the reference element by using the XK ’s Jacobian matrix 
J and its determinant |J| = det J [60, Sec. 3.4]. At element K , we have

J :=

⎡
⎢⎢⎣

∂ XK ,1

∂ξ

∂ XK ,1

∂η

∂ XK ,2

∂ξ

∂ XK ,2

∂η

⎤
⎥⎥⎦ , Q :=

⎡
⎢⎢⎣

∂ XK ,2

∂η
−∂ XK ,2

∂ξ

−∂ XK ,1

∂η

∂ XK ,1

∂ξ

⎤
⎥⎥⎦ , J−1 = 1

|J|Q, and |J| := det J. (61)

In this setting, we denote by ϕ j and ∇ϕ j the shape functions and shape gradients corresponding to the physical mesh. 
Similarly, φ j and ∇ξφ j denote the Lagrange basis functions and gradients corresponding to K. The assembly of the FE 
matrices given in Section 3.5 is performed by adding local FE matrices computed at each element. At element K , the local 
mass matrix is computed as

M K
ij =

∫
K

ηK ϕ j(x)ϕi(x)dx =
∫
K

ηK φ j(ξ)φi(ξ) |J(ξ)|dξ , (62)

and the sensitivities are computed as

∂M K
ij

∂αm
= ∂

∂αm

∫
K

ηK ϕ j(x)ϕi(x)dx = ηK

∫
K

φ j(ξ)φi(ξ)
∂|J|
∂αm

dξ , (63)

where we have used that η is an elementwise constant function. We let ηK and ρK denote the values of η and ρ in element 
K . Notice that since K is fixed then, φ j and ∇ξφ j are not sensitive to variations of α.

Similarly, the stiffness matrix is computed as

AK
ij =

∫
K

ρK ∇ϕ j(x) · ∇ϕi(x)dx =
∫
K

ρK J−1∇ξφ j(ξ) · J−1∇ξφi(ξ) |J(ξ)|dξ , (64)

where we have used the properties φ j(ξ) = ϕ j ◦ XK (ξ) and ∇ξφ j = J∇ϕ j . The corresponding computation of the sensitivities 
is

∂ AK
ij

∂αm
= ∂

∂αm

∫
K

ρK ∇ϕ j(x) · ∇ϕi(x)dx

= ρK
∂

∂αm

∫
K

J−1∇ξφ j(ξ) · J−1∇ξφi(ξ) |J(ξ )|dξ

= ρK
∂

∂αm

∫
K

Q∇ξφ j · Q∇ξφi
1

|J(ξ)| dξ

= ρK
∂

∂αm

∫
K

(∇ξφ j)
�Q�Q∇ξφi

1

|J(ξ)| dξ

= ρK

∫
K

(∇ξφ j)
�
(

∂Q�

∂αm
Q + Q� ∂Q

∂αm
− 1

|J(ξ)|
∂|J(ξ)|
∂αm

Q�Q
)

∇ξφi
1

|J(ξ)| dξ . (65)

Finally, after local-to-global assembly, the sensitivities of the system matrix read

∂S

∂αm
= ∂A

∂αm
− ω2 ∂M

∂αm
. (66)

Remark 1. The cells containing edges on the boundaries �k, k = 1, 2 and the edges on �0 do not depend on the design 
variables α. This implies that the source vector as well as the RtR representation and window matrices Wk are not sensitive 
to variations of the shape. That is, for any j the following holds

∂b

∂α
≡ 0,

∂Rl
m(ω)

∂α
≡ 0 and

∂Wk

∂α
≡ 0 for k = 0,1,2, m = 1,2. (67)
j j j

11
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Fig. 2. Illustration of (left) the action of the mapping XK : K → K and (right) the corresponding parameterization used for representing the bending of the 
edge that belongs to the shape ∂�s(α).

Remark 2. In a numerical optimization strategy, Remark 1 implies that the matrices Rl
m and Wk only need to be assembled 

once and should not be updated in the iterative scheme. Additionally, the assembly of the sensitivities (66) may be per-
formed only over cells that have an edge following the curve Y (x). For this, at the creation of the mesh T (�), we label 
cells according to their corresponding domain.

3.7.2. Sensitivities of the Jacobian matrix
To derive the sensitivities of the local FE matrices, we consider the blended formula (60). The parameterizations 

Xe1 , . . . , Xe4 are explicit functions of the design variables α, so XK has an explicit form depending on ξ, η, and α. To 
compute the Jacobian matrix J, we need

∂ XK

∂ξ
= − 1

2
Xe1(η) + 1

2
Xe2(η) + 1 − η

2

∂ Xe3

∂ξ
+ 1 + η

2

∂ Xe4

∂ξ

+ 1

4
[(1 − η)(x1 − x2) + (1 + η)(x4 − x3)] (68)

and

∂ XK

∂η
=1 − ξ

2

∂ Xe1

∂η
+ 1 + ξ

2

∂ Xe2

∂η
− 1

2
Xe3(ξ) + 1

2
Xe4(ξ)

+ 1

4
[(1 − ξ)(x1 − x4) + (1 + ξ)(x2 − x3)] . (69)

In this work, we exploit that the transfinite interpolation formula (60) is explicit. This allows for the straightforward dif-
ferentiation with respect to the design variables once the parameterizations Xe1 (α), . . . , Xe4(α) are known. For convenience, 
Fig. 2 illustrates the situation where an element K with vertices x1, . . . , x4 is bent following a shape represented by Xe . In 
this case, the vertices x1 = (x1, y1)

� and x2 = (x2, y2)
� are constrained to follow the shape described by α. As described in 

Section 3.7.1, we obtain exact sensitivities for the FE matrices and vectors by computing

∂J

∂αm
and

∂|J|
∂αm

, which require
∂

∂αm

(
∂ XK

∂ξ

)
and

∂

∂αm

(
∂ XK

∂η

)
. (70)

The sensitivities (70) of the Jacobian matrix and its determinant (61), require the assembly of each term in expressions (68)
and (69).

In our implementation, we have used the horizontal coordinate x as the global parameter describing our curved interfaces 
Y (x). For the computation of the required derivatives (70), we write the edge function

Xe =
[

x
Y (x)

]
, hence

∂ Xe

∂x
=
[

1
∂Y /∂x

]
. (71)

We introduce the parameterization for the horizontal coordinate as x(ζ ) := 1
2 (1 + ζ )x2 + 1

2 (1 − ζ )x1 and mention that in the 
current setting x1 and x2 do not vary with αm . Notice that since we assume an arbitrary orientation of the FE cell K , then 
ζ ∈ [−1, 1] may become ξ or η on the edge following the curved shape. The following expressions hold

∂ Xe

∂ζ
= ∂ Xe

∂x

∂x

∂ζ
and

∂

∂αm

(
∂ Xe

∂ζ

)
= ∂

∂αm

(
∂ Xe

∂x

)
∂x

∂ζ
. (72)

Direct differentiation of representation (37) results in explicit expressions for
12
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∂Y

∂x
,

∂Y

∂αm
, and

∂

∂αm

(
∂Y

∂x

)
. (73)

In this section, we have derived all the necessary information required in the formulas for the sensitivities (70) of the 
Jacobian matrix (61), which in turn, give formulas for the explicit computation of the sensitivities of the local system matrix 
and local load vector as described in Section 3.7.1. The reader is referred to our previous work, Araújo et al. [63], for further 
implementation details.

3.8. Numerical optimization strategy (BFGS)

The chosen numerical optimization strategy, which we describe below, is a variant of the so-called BFGS method [64], 
where a correction is added when an update leads to an unfeasible design.

Assume that we are at iteration n and let fn := f (αn) be the corresponding evaluation of the objective function, and 
Hn be a (low rank) positive definite approximation to the inverse of the Hessian matrix ∇2 f (αn). The proposed numerical 
optimization strategy consists in performing the following steps

pn = −Hn∇ fn, αn+1 = αn + μnpn, (74)

where μn is the step length in the search direction pn . The inverse Hessian approximation is updated as

Hn+1 = Hn +
(

1 + y�
n Hnyn

s�
n yn

)
sns�

n

s�
n yn

−
(

sny�
n Hn + Hnyns�

n

s�
n yn

)
(75)

with sn = αn+1 − αn , yn = ∇ fn+1 − ∇ fn , and with H0 = I the identity matrix.
To determine the step length μn , we apply an inexact line search using backtracking. So we require μn to satisfy the 

Armijo condition

f (αn + μnpn) ≤ f (αn) + c1μnp�
n ∇ fn for c1 > 0. (76)

The standard approach is to use as initial guess μn = 1 and verify the condition (76). However, in our case this may 
lead to unfeasible shapes. So, if y1 < Y (αn + pn, x) < y2 ∀x we use μn = 1 as initial guess, else we set the initial μn to 
the largest constant c ∈ (0, 1] such that y1 ≤ Y (αn + cpn, x) ≤ y2. In our setting the feasibility check is computationally 
inexpensive compared to solving the governing equation (52). For the Armijo condition (76) we use the recommended [64]
value c1 = 10−4.

We employ a so-called continuation approach for the penalization parameters τ and γ . That is, instead of solving a 
single problem we solve for designs in a sequence of problems that approach in each level the original problem. The 
starting penalization is chosen as τ0 = 1, γ0 = 1, where a design is computed from a problem penalized with τ j, γ j and it 
is used as an initial guess for a new problem with τ j+1, γ j+1.

The penalization is updated as

τ j+1 = τ j/2, γ j+1 = γ j/2 when ‖∇α f ‖ < TOLτ . (77)

The updating parameter is chosen as TOLτ = 10−2, for levels satisfying τ j ≥ 10−2 and for τ j < 10−2 we reach the final level 
and set TOLτ = 10−5.

3.9. FE approximation properties and error estimation

In this section, we give an a-priori estimation for FE approximation properties and for the quality of the polynomial shape 
representation of our implementation. These estimations give important guidance on how to construct the computational 
setting in order to achieve reliable results. The estimates used in this work do not account for a thorough FE pre-asymptotic 
error estimation for Helmholtz problems [65]. However, they provide good guidance on how to set up our FE discretization.

Namely, convergence of the FE error for Helmholtz problems deteriorates with increasing wave number k, and that the 
use of high polynomial order is advantageous to improve convergence rates [53,65–67]. Additionally, for uniform meshes, 
with largest mesh size h, and polynomial order p, it has been shown that under sufficient regularity assumptions the 
conditions p ≈ log(k) and kh/p ≤ 1 ensure quasi-optimality of the Galerkin method [65]. The derivation of reliable error 
estimates can be done thoroughly for one dimensional Helmholtz problems [67], but this is a difficult task for higher 
dimensions. Nonetheless, it is still possible to draw a sufficiently accurate picture of the behavior of the FE approximation 
for the two dimensional problem that will suffice for the purpose of the current work.

The estimation presented here is motivated by the results presented Araújo et al. [68] for resonance problems, where 
we estimate the requirements for quasi-optimality of our FE discretization individually on each element in the mesh. The 
refractive index is a piecewise constant function that has its maximum magnitude in the elements defining �s . The spatial 
frequency of oscillation of solutions is quantified by the wavenumber k = |ns|ω. The dispersive error for a polynomial 
13
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Fig. 3. Convergence of ET (p) and E S (p), defined in (80), with respect to polynomial degree p. For the study we use a shape with N = 20, we fix ns = 3
and perform the computations for frequency ω = 3.

approximation is expected to be worse in elements with high wavenumber. To have sufficiently small dispersive error in the 
FE solution, we require that(

ω|ns|h
σ p

)p

< 1, for a given constant σ > 0. (78)

From this, we obtain the criterion p > (ω|ns|h)/σ .
For the error estimation for the shape representation, consider a mesh with fixed h. Then, as the number of Fourier terms 

N increases, it is expected that a higher polynomial degree is needed to obtain an accurate FE solution. Each component 
of our Fourier representation (37) satisfies a one dimensional Helmholtz equation with periodic boundary conditions. We 
define a polynomial approximation Yh and let h = d/Ne , with Ne the number of FE edges that define the curved interface 
of ∂�s . For the highest frequency j = N , we estimate the FE requirements for the decay of the error ‖Y − Yh‖ in the pre-
asymptotic regime. We use standard pre-asymptotic FE error estimation [53, Sec. 4.7.6] corresponding to one dimensional 
wave problems and obtain(

Nh

2p

)p

< 1, (79)

which tells us that the FE pollution effect is small provided that N < 2p/h is satisfied. The FE mesh used for this project 
features Ne = 10, from where estimate (79) gives N < 20p/d.

4. Results

In this section, we describe the results from numerical computations performed with our implementation developed 
by using the FE library deal.II [69]. In all test cases, ω = 3 is used as the incoming plane wave frequency and ns = 3
as the refractive index of the slab. The box constraints have the fixed values y1 = 0.4 and y2 = 0.6, so ym = 0.5. Unless 
otherwise stated, we employ N = 20 for the Fourier representation (37), and the initial design is set to is set to α j = 0 for 
j = 1, 2, . . . , N .

Convergence of the discretization error: To test the quality of our discretization, we perform a convergence study on the 
polynomial order used for the FE. We set N = 20 and d = 4 and create a random feasible design. Let the residuals arising 
from the total and scattered fluxes introduced in Section 3.2 be defined as

ET := |�T |, and E S := |�S − b0d|. (80)

As it is common in the literature [11,35], we assess the reliability of our computations by checking the convergence of the 
flux residuals as we increase the polynomial order of our FE discretization while keeping the mesh fixed. In Fig. 3, we see 
that p = 10 is a good choice since both the residuals E T and E S have converged to an absolute value below 10−10.

Convergence of the optimization strategy: Fig. 4 shows a typical convergence of the proposed numerical optimization 
scheme. From left to right, we show plots for a) the resulting optimal designs (not at scale), and b) the iteration history for 
f (α) drawn with blue stars and log ‖∇α f ‖ drawn with red circles. The upper panels show results for TM, θ = 75◦, d = 2, 
and N = 20; the lower panels show results for TE, θ = 15◦, d = 5 and N = 10.

From the history plots, we observe the convergence of the numerical optimization strategy. Particularly, the echelon 
pattern in blue reveals the effect of the dynamic penalization from formula (40), which corresponds of the levels in the 
continuation approach.
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Fig. 4. Convergence of the numerical optimization scheme: we show results for ω = 3 and ns = 3. In the upper panels we show results for TM, d = 2, θc =
75◦ and N = 20, in the lower panels for TE, d = 5, θc = 15◦ and N = 10. From left to right we present a) centered optimal shapes Y (x) − ym , and b) history 
of f (α), log10 ‖∇α f ‖ vs. iteration. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

We observe that the number of iterations corresponding to the initial level in the continuation (k = 0) and the following 
levels (k > 0) differ. The optimal design from the initial level is reached with more iterations than those optimal designs 
computed in the following continuation levels. This is explained by acknowledging that the flat slab is not a very good initial 
guess, and that the optimal design for penalty τk is a very good approximation for the numerical optimization problem with 
penalty τk+1.

Numerical computations indicate that the convergence of the gradient is very fast in each of the steps in the continuation 
approach. The norm of the gradient is decreasing in each continuation level and converges very quickly in around 20 to 50 
iterations.

Finally, from the history of computations performed with N = 10 and N = 20, we obtain very similar plots for two 
different angles of incidence and different polarizations. This behavior illustrates the robustness of the numerical scheme.

Influence of the number of Fourier terms: In this section, we report numerical results by computing the numerical opti-
mization for varying N = 0, 1, 2 . . . and using fixed values ω, θ , and d. We promote results consisting of shapes with low 
oscillatory behavior by using the penalization term F p . This penalty is justified by the fact that simpler designs are easier 
to manufacture.
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Fig. 5. Optimal designs resulting from computations with N = 0, 1, 2, 3, 4. In the left column we present Case 1: TM, d = 2, θ = 75◦ , and in the right 
column Case 2: TE, d = 5, θ = 15◦ . In each column we present plots for Re u followed by |u|.

In Fig. 5, we present two columns. On the left column, we present case 1 (C1) corresponding to TM, with θ = 75◦ and 
d = 2. On the right column, we present case 2 (C2) corresponding to TE, with θ = 15◦ and d = 5. In each case, we plot 
horizontally Re u and |u|. Vertically, we show for each case the computed optimal designs for increasing N , in the sequence 
N = 0, 1, 2, 3. Notice that N = 0 corresponds to a flat slab. The color scale for each plot in the sequence is not the same. The 
reason is that as N increases, the amplitude of waves inside the dielectric increases very rapidly, and fixing the maximum 
amplitude value would not allow us to see the patterns of the plots with low N .

In Fig. 6, we plot the resulting routing efficiency Q e(N) for a sequence of experiments with increasing number of Fourier 
terms N . For the study we use the examples: case 1 (C1) in black lines, and case 2 (C2) in red lines. For reference, we give 
below the parameterization for the shape optimized for TE with θ = 15◦ , ω = 3, ns = 3, d = 5 and N = 10. The resulting 
parameterization α from the representation (37) is

α1 = −0.013959, α2 = −0.047569, α3 = −0.006526, α4 = −0.000176, α5 = −0.000641,

α6 = 0.000152, α7 = 0.000207, α8 = −0.000069, α9 = −0.000053, α10 = −0.000234.

We observe from the sequences in Fig. 5, that already when N = 2 the optimized designs are very efficient. It is observed 
that optimal designs mainly exhibit propagation of waves along the slab and low amplitude of scattered waves. Moreover, 
we see from Fig. 6, that Q e(N) is almost converged for these cases at N > 3.

Numerical computations suggest that our optimization problem has many local minima. In several cases, shapes with 
pronounced high modulation frequency produce more efficient designs than simple shapes with lower modulation fre-
quency. We experience that, for different N , we may get locally optimal designs that exhibit very different shapes. That 
is, for each N , there may exist different local minima. In Fig. 6, the results of experiments with a flat slab as initial guess 
are drawn in dotted lines. These results suggest that there are, at least two, different accumulation values for the routing 
efficiency from the optimized designs.
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Fig. 6. Convergence of the routing efficiency Q e(N) with respect to the number of design variables N . For the study we use the examples: TM, θ = 75◦ and 
d = 2 in black lines, and TE, θ = 15◦ and d = 5 in red lines. In dotted lines we give the results of experiments with a flat slab as initial guess, and in solid 
lines the results from taking a truncation of an optimal design as initial guess.

Fig. 7. Results for TM polarization.

For a large enough N∗ , we use the Fourier coefficients of the design that exhibits larger routing efficiency (N∗ ≈ 20), 
and we denote it the high-fidelity design. We use its coefficients as initial guess for computing sequences of designs with 
different N . Then, we compute for N = 1, 2, . . . , 10 < N∗ an optimal design using as initial guess the truncation to N < N∗
of the high-fidelity design. Since we assume that we are close to the optimal, we set τ0 = γ0 = 10−3. The result of this 
process is illustrated in Fig. 6, where we show in dotted lines optimal designs computed from taking as initial guess the flat 
slab. In solid lines we show optimal designs computed from taking as initial guess a truncation of an optimal design with 
high-fidelity. We observe a monotonic increase of Q e(N) in solid lines instead of the erratic pattern presented in dotted 
lines. This study allows us to trace a family of designs with different N once an efficient high-fidelity design is available.
17
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Fig. 8. Results for TE polarization.

Finally, we present results for various angles of incidence, periodicity lengths d and TM as well as TE polarizations. We 
gather results for TM polarization in Fig. 7, and for TE polarization in Fig. 8. In the figures, we horizontally present plots 
for Re u followed by |u|. For quick reference, we add on the left column information for the incoming angle of incidence 
θ , the periodicity length d and the corresponding routing efficiency Q e . The direction of incidence of the incoming wave is 
marked by black arrows. Finally, the optimal shape corresponding to the parameterization of the model problem is drawn 
using a solid black line.

We observe from the figures that the resulting optimal design achieves very efficient routing of light. This is, the optimal 
shape promotes propagation through the slab and minimizes the scattering of waves propagating through �1 and �2.

We observe that some parameter-combinations yield the numerical optimization scheme to reach optimal designs that 
are extremely efficient at light routing. For example, the case for TM polarization, ω = 3, ns = 3, d = 4, and θ = 30◦, 45◦, 75◦ . 
The examples suggest that in the neighborhood of the selected ω, there might be guided mode resonances for the model 
parameterization, polarization and optimal shape.

5. Conclusions

We have proposed a shape optimization strategy for the efficient routing of light in applications involving diffraction 
gratings. Moreover, the high order finite element method and the explicit differentiation scheme for the sensitivities lead 
to accurate computations at a low computational cost. Numerical experiments indicate that the proposed numerical opti-
mization algorithm can produce slab designs with outstanding routing efficiencies for any combination of the parameters 
ω, θ, d, ns , and polarization TM or TE.
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