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The challenges imposed by the ever-growing online data processing make it 
difficult for people to control their data, which inevitably imperils the privacy 
of their personal information. Thus, there is an increasing need for different 
societal, technological, and legal solutions that empower users to take con-
trol of their data. The intervenability rights and the enhanced transparency and 
consent requirements in the General Data Protection Regulation (GDPR) aim to 
enable users to gain control of their data. However, they will not be benefici-
al for users in practice without considering their Human-Computer Interaction 
(HCI) implications.
 
The objective of this thesis is to propose usable tools and solutions which 
improve user-centred transparency, intervenability, and consent, thereby em-
powering users to take control of their data and make informed decisions. To 
this end, we investigate how usable ex-post transparency can facilitate inter-
venability by implementing and testing transparency-enhancing tools that run 
on users’ devices. Further, we analyse the effectiveness of engaging users with 
policy information through different types of interaction techniques on drawing 
user attention to consent form contents. We extend our investigation to the 
robustness of varying consent form designs to habituation. Moreover, we study 
how users perceive our design of adapted consent based on the demands 
and challenges of the technology at hand. The outcome of this thesis includes 
several artefacts, design guidelines, and empirical analyses. 
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of their personal information. Thus, there is an increasing need for different 
societal, technological, and legal solutions that empower users to take control 
of their data. The intervenability rights and the enhanced transparency and 
consent requirements in the General Data Protection Regulation (GDPR) aim 
to enable users to gain control of their data. However, they will not be beneficial 
for users in practice without considering their Human-Computer Interaction 
(HCI) implications.

The objective of this thesis is to propose usable tools and solutions which 
improve user-centred transparency, intervenability, and consent, thereby 
empowering users to take control of their data and make informed decisions. 
To this end, we investigate how usable ex-post transparency can facilitate 
intervenability by implementing and testing transparency-enhancing tools that 
run on users’ devices. Further, we analyse the effectiveness of engaging users with 
policy information through different types of interaction techniques on drawing 
user attention to consent form contents. We extend our investigation to the 
robustness of varying consent form designs to habituation. Moreover, we study 
how users perceive our design of adapted consent based on the demands and 
challenges of the technology at hand. The outcome of this thesis includes several 
artefacts, design guidelines, and empirical analyses.
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Abstract
The challenges imposed by the ever-growing online data processing make it
difficult for people to control their data, which inevitably imperils the privacy
of their personal information and making informed decisions. Thus, there
is an increasing need for different societal, technological, and legal solutions
that empower users to take control of their data. The intervenability rights
and the enhanced transparency and consent requirements in the General Data
Protection Regulation (GDPR) aim to enable users to gain control of their
data. However, these rights and requirements will not be beneficial for users
in practice without considering their Human-Computer Interaction (HCI)
implications.

The objective of this thesis is to propose usable tools and solutions which
improve user-centred transparency, intervenability, and consent, thereby em-
powering users to take control of their data and make informed decisions. To
this end, we employ quantitative and qualitative empirical HCI research meth-
ods and consider users through the development cycles of the proposed tools
and solutions. We investigate how usable ex-post transparency can facilitate
intervenability by implementing and testing Transparency-Enhancing Tools
(TETs) that run on users’ devices. Further, we analyse the effectiveness of
engaging users with policy information through different types of interaction
techniques on drawing user attention to consent form contents. We extend our
investigation to the robustness of varying consent form designs to habituation.
Moreover, we study how users perceive our design of adapted consent based
on the demands and challenges of the technology at hand.

This thesis contributes to bridging the gap between legally compliant
and usable tools and techniques that aim to enable users to maintain control
of their data, resulting in several artefacts, design guidelines, and empirical
contributions. The artefacts comprise prototypes and mockups of usable TETs
and consent forms. The guidelines encompass a set of design requirements for
ex-post TETs that run based on privacy notifications and recommendations
on how to engage users with consent form contents. Finally, the empirical
contributions include the analysis of the effectiveness of the proposed means
and methods on enabling users to exercise their intervenability rights and
provide informed consent.

Keywords: Control of personal data, Data privacy, GDPR, HCI, Informed
consent, Transparency-enhancing tool, Usability, User interface design
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Introductory Summary

“The most common way people give up their power is
by thinking they don’t have any.”

Alice Walker
The Best Liberal Quotes Ever : Why the Left is Right

— by William P. Martin (2004), p. 173.





The Lord of Their Data Under the GDPR? 3

1 Introduction
Since the birth of the Internet, the advancement of technology has augmented
the collection, processing, and storage of personal data [57]. A massive amount
of information is collected daily on individuals who are confronted with differ-
ent media and services through various devices. The new information tools
and technologies such as big data, machine learning, and data mining have
leveraged online transactions and the consumption of collected personal data
to a whole new level. The distributed nature of the Internet, technological
complexities, and multiple data-exploiting practices make it difficult for people
to gain control of their data and keep track of where their information is stored,
to whom it is dispensed, and for what purposes it is used [85]. Moreover, in-
formation asymmetry and power imbalance exist between entities that process
personal data, such as Service Providers (SPs) and individuals who may be
affected by data breaches or other failures in the processing of their data.

Conceptually speaking, privacy can be defined as i) the right to be let alone,
ii) limited access to the self, iii) secrecy, iv) control of personal information,
v) personhood, and vi) intimacy [109]. Considering privacy as individuals’
control of their data, Alan Westin, in his Privacy and Freedom, defines privacy
as “the claim of individuals, groups, or institutions to determine for themselves
when, how, and to what extent information about them is communicated to
others” [123]. Thus, the lack of control over personal data imperils individuals’
privacy of personal information and their ability to make informed privacy
decisions. The significantly low prices of collecting and analysing large amounts
of data may lure service providers into collecting more data than necessary.
Consequently, this lack of data minimisation leads to the misuse of personal
data and making them vulnerable to privacy breaches [22]. Therefore, there
is an increasing need for different societal, technological, and legal solutions
addressing the challenges imposed by massive collection and processing of
personal data and empowering users to take control of their data and making
informed privacy decisions.

The General Data Protection Regulation (GDPR) [114] adheres to the
principle of data subject control as a foundational concept for upholding
informational self-determination and protection of personal data. In theGDPR,
the need for individuals’ control over their data, compared to earlier regulations,
appears to be addressed more explicitly and with exceptional care [118]. The
GDPR contains several references to the individuals’ control. For example, it
is mentioned that “natural persons should have control of their own personal
data” (Recital 7, GDPR) [114]. Similarly, the idea of control over personal
data in the GDPR appears in the increased transparency requirements for data
collection practices of service providers, the stricter provision of consent, and
the rights of the data subject. Consent represents one of the six legal bases of
data processing. By consenting, an individual approves that his/her data can be
used for one or more specific purposes. The rights of the data subject, referred
to as subjective or control rights [68] or intervenability rights [48], can be
divided into i) the rights to information and access to personal data; ii) the
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rights to rectification, restriction, erasure, and withdraw consent; iii) the right
to data portability; and iv) the right to object and object to the automated
processing. The first category is the prerequisite for exercising other rights.

The GDPR continuously challenges service providers to adhere to the
rules that aim to protect users’ data privacy. Nonetheless, it raises the question
of whether these rules yield improved user privacy in practice or whether
they create more hindrances for users to understand and exercise their rights.
Recently, two longitudinal large-scale empirical studies measured the actual
impact of the GDPR on the web and privacy policies online [33, 66]. The
percentage of websites with privacy policies has been growing, although the
level of detail and delineation in the policies has increased, which has resulted
in diminished readability and clarity [33, 66]. Both studies reveal a large gap
that still exists between the current status quo and the ultimate goals of the
GDPR that calls for further research in this regard.

The GDPR adopts a technology-neutral approach. Although the GDPR
requires services to provide individuals with information regarding how their
data are processed “in a concise, transparent, intelligible and easily accessible
form, using clear and plain language” (Art. 12 (1), GDPR), it only specifies
the legal requirements of consent, transparency, and intervenability, which, if
appropriately obtained, can enable users to retain control of their data and pro-
tect their privacy. It is the reason why, despite the considerable attention given
to data subjects’ control in the GDPR, researchers still discuss and criticise
the ability of the GDPR to address the threats to individuals’ control of their
data [118]. Researchers show that small design implementation decisions can
impact whether and how people interact with consent forms and how they
make choices [69, 117]. The results of the studies conducted by Utz et al. [117]
and Machuletz and Böhme [69] on the design of cookie consent notices demon-
strate the importance of providing clear guidance and design requirements for
how consent must be obtained apart from its legal requirements.

The legal privacy requirements have Human-Computer Interaction (HCI)
implications as they describe “mental processes and behaviour of the end user
that must be supported in order to adhere to the principle” [86]. In other
words, the answer to the question regarding how these HCI implications
should be addressed depends on the attempts to decrease the gap between legal
and user-centred transparency, intervenability, and consent. In the context of
social media, Custers et al. [31] compare user expectations concerning privacy
and consent with the EU legal framework for personal data protection and
report that there is a disconnect between the legal provisions and concrete,
practical implementations. We can argue—based on the research conducted by
Pollach [88], Böhme and Köpsell [18], and Adjerid et al. [2] as some examples—
that providing users with more transparency and control, without considering
the disconnect between legal transparency and intervenability and the current
practice in which users agree to almost every consent request [31], do not have
the effect desired by lawmakers. Moreover, with the growth of invasive digital
technologies and algorithmic decision-making, the challenges for control over
data indeed become more significant [28].
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Tsormpatzoudi et al. [115] emphasise the importance of involving end
users in the “Privacy by Design” process, as the end users should ultimately
profit from it. Moreover, Cavoukian emphasises that the “Respect for Privacy”
principle of “Privacy by Design” extends to the need for User Interfaces (UIs)
to be user-centred, and user-friendly [27]. Thus, apart from aiming for legal
compliance, different ways to provide usable and user-centred transparency,
intervenability, and informed consent are required, which can consequently
enable users to take control of their data and make informed privacy decisions.

1.1 Objective
The objective of this thesis is to propose usable tools and solutions which
improve user-centred transparency, intervenability, and consent, thereby em-
powering users to take control of their data and making informed decisions.

1.2 Structure
This thesis presents an introductory summary and a collection of eight papers
in the area of improved transparency, intervenability, and informed consent to
empower people to take control of their data. The remainder of the introduc-
tory summary is structured in the following manner: Section 2 provides the
fundamental background for the work presented in this thesis. Section 3 out-
lines the research questions of this thesis, and Section 4 discusses the research
methodologies applied. Section 5 presents the main contributions of this thesis
followed by the related work in Section 6. Section 7 provides a summary of
the appended papers. Section 8 concludes the introductory summary with
a concise explanation of the results of this thesis with regard to the research
questions and a brief discussion on future work.

2 Background
This section provides the necessary background to understand the topics under
discussion and forms the foundations for the terms and concepts used in this
thesis. However, the background information in this section is not intended
to be exhaustive or elaborate, but rather to provide satisfactory definitions for
readers.

2.1 User Empowerment in HCI
Schneider et al. [104] present a framework which aims to analyse the notion
of empowerment in current HCI research. The framework is derived from
analysing 54 CHI conference publications using the terms “empower” and
“empowerment”. The framework comprises four categories elicited from the
prior work on the concepts of power and empowerment in social and political
sciences as well as from design research in HCI. Schneider et al. utilise their
framework to cluster their set of papers to unravel prevailing lines of research
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on empowerment in HCI, which results in eight different lines of research
including protective and self-enhancement technologies [104]. In the following
section, we explain the four categories in Schneider et al.’s framework. In
Section 5, we elaborate on how the appended papers of this thesis are clustered
using this framework.

Concept of power: Schneider et al. report that there are two fundamen-
tally different notions of power in literature: power-to and power-over. The
former is about an ability to act and the latter concerns the power relationship
between actors. In their framework, for the notion of power-to, Schneider et al.
adopt the definition of Arendt who defines power as “something—anything—
which makes or renders somebody able to do, capable of doing something.
Power is the capacity, potential, ability, or wherewithal” [7]. With power-over,
Schneider et al. refer to the Dahl’s definition of power according to which “A
has power over B to the extent that he can get B to do something that B would
not otherwise do” [32].

Psychological component: The effect of empowerment varies greatly from
the feeling of power to skill development or taking action [104]. Therefore,
derived from Zimmerman’s theory on psychological empowerment [126],
Schneider et al. define three components—feeling, knowing, and doing—as the
effects of empowerment. Although the components are, by definition, interde-
pendent, Schneider et al. categorise their sample of HCI papers according to
the effect of empowerment in the main focus of the papers.

Persistence of empowerment: Empowerment can be transient or persistent.
Some technologies may expand users’ knowledge and skills after and beyond
using the system, while some tools and techniques empower their users only
while the technologies are in use.

Design mindset: Schneider et al. adopt the distinction between an expert
mindset and participatory mindset used by Sanders [98] to describe the design
research landscape. Design researchers refer to people as “subjects”, “users”,
and “consumers” in the expert mindset and “value people as co-creators in
the design process” in the participatory mindset [98]. Schneider et al. argue
that obtaining a balance between the two mindsets seems ideal as the view
of ordinary people and the knowledge and competences of experts are both
essential [104].

2.2 Transparency-Enhancing Tools/Technologies
High information asymmetry typifies the relationship between Internet users
and SPs who collect user information [102]. Targeting at reducing the in-
formation asymmetry, Transparency-Enhancing Tools (TETs) increase the
transparency for users in terms of more information, knowledge, and control
of their data. Hansen defines TETs as “tools which can provide to the individu-
al concerned clear visibility of aspects relevant to these data and the individual’s
privacy” [46]. Accordingly, while Privacy-Enhancing Tools (PETs) aim at data
minimisation, TETs aim at providing users with insight into data handling
behaviours. In addition to asserting the appropriate level of transparency, the
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providers of TETs must assure that the TETs are secure and are not used against
their end users [92].

Researchers propose different classifications of TETs based on various pa-
rameters [50, 52, 59, 80, 127, 128]. For example, TETs can be categorised
into client-side, server-side, and trusted third-party based on their execution
environments [127, 128]. Server-side TETs such as Google Dashboard allow
authenticated users to receive information about collected and processed data.
In a third-party TET such as the DataBait tool presented by Popescu et al. [89],
the user trusts a third-party to have access to his/her data for providing trans-
parency functions. Client-side TETs including Mozilla’s Lightbeam1 make the
users’ data transparent; these data are stored locally on users’ devices under
their control. From the usability perspective, client-side TETs may be more
demanding to set up and their security is dependent on the security of users’
devices. However, as users retain control of their data in client-side TETs, they
are theoretically the more privacy-friendly solutions.

TETs can further be categorised based on the relationship between the
time at which they provide users with transparency information and the
time at which personal data are collected and processed by controllers [127].
Consequently, TETs can be classified as i) ex-ante TETs such as the Platform
for Privacy Preferences (P3P) [29] and the PrimeLife Policy Language [6]
which provide information to an end user prior to data disclosure to a service
provider; ii) ex-post TETs such as A4Cloud Data Track [5, 16], Acxiom’s
AboutTheData portal2, Datacoup3, and DataSelfie4 which provide data to the
user after personal data disclosure to a service provider; and iii) real-time TETs
such as some browser extensions including Mozilla’s Lightbeam, Ghostery5,
and Privacy Badger6 which provide transparency during data collection and
processing, for example, by providing users with a real-time visualisation of
companies that follow them on the Internet.

In this thesis, Papers I and II propose ex-post TETs that run on users’ devices
and Papers III–VIII investigate the methods to improve ex-ante transparency
and consent.

2.3 General Data Protection Regulation
The GDPR [114] is a European legal framework intended to coordinate data
privacy laws across European countries, protect the privacy of personal data,
and transform the manner in which organisations approach data privacy. The
GDPR has an extraterritorial scope and may apply to entities outside Europe
that process the personal data of data subjects who are in the European Union
“regardless of whether the processing takes place in theUnion or not” (Art. 3 (1),
GDPR). The European Data Protection Board (EDPB) provides guidelines on

1https://www.mozilla.org/lightbeam/
2https://www.aboutthedata.com/
3https://datacoup.com/
4https://dataselfie.it/
5https://www.ghostery.com
6https://www.eff.org/privacybadger



8 Introductory Summary

the territorial scope of the GDPR [35]. Two terms from the GDPR which are
used repeatedly in this section are data subject and controller. The data subject
is any identified or identifiable natural person to whom data are related, and
the controller is the entity that determines the purposes and means of personal
data processing.

In the GDPR, transparency is an explicit requirement and a core principle
of data protection: pursuant to Art. 5 (1), personal data must be processed
fairly, lawfully, and in a transparent manner. In Art. 12 (1), the GDPR obliges
controllers to provide transparency: all information and communications con-
cerning the processing of personal data must be provided to data subjects “in a
concise, transparent, intelligible and easily accessible form, using clear and plain
language” [114]. Requiring transparency as a precondition, consent provisions
and intervenability rights aim to give users control of their data in the GDPR.
In this thesis, in order to attain our objective (see Section 1.1), we attempt to
address the HCI implications of the legal provisions for transparency, interven-
ability, and consent. Therefore, in the following subsections, we outline the
legal principles of transparency, informed consent, and intervenability under
different recitals and articles of the GDPR with the intention of describing the
context rather than giving legal guidance.

2.3.1 Ex-ante Transparency and Informed Consent

Ex-ante transparency is a precondition for data subjects to be in control and for
rendering consent (Art. 7 and 9, GDPR). In other words, before disclosing their
data to different services, ex-ante transparency provides data subjects with the
information which can aid them in making informed consent. Consent enables
data subjects to authorise controllers to process their data. In the GDPR,
the definition of consent in Art. 4 (11) expands the old definition of consent
provided in the Data Protection Directive (DPD) and has stricter requirements
regarding obtaining informed consent. However, there is a burgeoning doubt
regarding the effectiveness of informed consent in the context of personal data
processing [2, 18, 103] and the GDPR does not discuss what makes consent
effective. The GDPR clarifies what should legally be provided to data subjects
when giving consent. Nonetheless, it does not argue (and it is beyond the
scope of the GDPR) to what extent data subjects are capable of providing
informed consent and making conscious and autonomous choices, using legally
compliant services. It is the role of ex-ante transparency tools and techniques
to address these issues and help people provide informed consent.

Consent must be given by a clear affirmative action (Art. 4 (11), GDPR).
According to Recital 32 of the GDPR, the affirmative action could include
ticking a box or choosing technical settings or other statements which indicate
the acceptance of the data subject of the proposed processing of his/her data.
Thus, implicit and opt-out consent and particularly silence, pre-ticked boxes,
or inactivity are presumed inadequate to confer consent. Consent must also be
informed, unambiguous, freely given, and specific. According to the Opinion
15/2011 of Article 29 Working Party on the definition of consent [8] and
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the Guidelines of Article 29 Working Party on consent under Regulation
2016/679 [10], to be specific, the scope and consequences of data processing in
the consent must be clear and precise. To be freely given, there must be no risk
of compulsion, deception, intimidation, or significant negative consequences
if users do not consent. Doubt is removed from the procedure of providing
consent by individuals, thereby making consent unambiguous. In other words,
there must be no ambiguity regarding the data subject’s intentions to provide
consent.

Finally, in order to be informed, the GDPR obliges controllers to provide
specific information to data subjects. There are several references to the articles
and the recitals of the GDPR that add a few insights into the informed term:
pursuant to Art. 13 (1) and as emphasised in Recital 42 of the GDPR, when
personal data are collected from data subjects, e.g. in different consent forms,
individuals must be made aware at least about what data will be collected and
used, the identity of the controller, and the intended purposes of the processing
of data. Further, according to Art. 13 (2) of the GDPR, the controller shall
provide certain additional information to the data subject to ensure fair and
transparent processing. Such policy information includes, but is not limited
to, information of recipients/categories of recipients, the period for which
the personal data will be stored and information of the existence of the right
to withdraw consent at any time7, access and rectify data, and data portabil-
ity. Guidelines of Article 29 Working Party on consent under Regulation
2016/679 [10] also list the minimum content requirements for consent to be
informed as certain crucial elements which are necessary to make a choice.

Apart from the legal requirements of consent, some researchers working
on consent in the context of information privacy adopted the theory of in-
formed consent [36] and considered how it could be applied in an online
environment [39, 40, 76]. The most remarkable research study is that of
Friedman et al.’s [39] model of informed consent in the context of online
interactions. The model is aligned with the definition of informed consent
subsequently developed in the GDPR. The model proposed by Friedman et al.
is based on six components: i) Disclosure, ii) Comprehension, iii) Voluntari-
ness, iv) Competence, v) Agreement, and vi) Minimal Distraction. Disclosure
and Comprehension assure consciousness. Voluntariness, Competence, and
Agreement constitute the consent. Moreover, the activities for informing
users and helping them to provide their consent must happen with Minimal
Distraction.

2.3.2 Ex-post Transparency and Intervenability

In addition to certain obligations regarding providing information when ob-
taining data from individuals, controllers are obliged to provide ex-post trans-
parency. Ex-post transparency provides information regarding how personal
data have been processed and is a prerequisite for intervenability—one of the

7Being informed of the right to withdraw consent at any time before giving consent is also
mentioned in Art. 7 (3).



10 Introductory Summary

privacy protection goals. Intervenability “aims at the possibility for parties
involved in any privacy-relevant data processing to interfere with the ongoing
or planned data processing”, as defined by Hansen [47]. For data subjects, the
right to access personal data (Art. 15), the right to rectification (Art. 16), the
right to erasure (Art. 17), the right to restriction of processing (Art. 18) as
well as the right to object (Art. 21), the right to withdraw consent (Art. 7(3)),
the right to data portability (Art. 20), and the right concerning automated
decision-making including profiling (Art. 22) are all aspects of intervenability.
Data subjects must be aware of the existence of intervenability rights and how
to exercise them.

There are practical boundaries concerning how far ex-post TETs can active-
ly assist data subjects in exercising their intervenability rights [79]. Nonetheless,
ex-post TETs can still provide their users with information regarding how
their data have been processed and guidance on the appropriate actions to take
to intervene in the processing of their data. In this thesis, we implement two
prototypical ex-post TETs which facilitate exercising intervenability rights for
data subjects. In Paper I, the Data Track tool aims to facilitate exercising the
right to data portability. In Paper II, privacy notifications help users decide
if and how they need to intervene in the processing of their data based on
the scenario. In the following account, we elaborate on the right to access, a
prerequisite right for exercising certain other rights of the data subject, and
the right to data portability.

The Right to Access (Art. 15) comprises the right to have access to the
information regarding the data being processed, data processing purposes, and
data recipients or categories of recipients. The right to access extends the
information to be provided by the controller to include information regarding
the data retention period, the right to lodge a complaint with the supervisory
authority, and safeguards taken to transfer data to a third country. In addition,
data subjects shall be informed about the existence of automatic decision-
making, including profiling, and at least in those cases, the logic involved and
the consequences of data processing. The data subjects shall also have the
right to obtain a copy of their personal data which are being processed by the
controller. If data subjects make their requests by electronic means, they shall
be able to receive their copies of personal data in a commonly used electronic
format.

The Right to Data Portability (Art. 20) provides both transparency and
intervenability. It is the right to receive personal data regarding the data
subject which are provided by the data subject to a controller and the right
to transmit the data to another controller. The data subject has the right to
have his/her data transmitted directly from one controller to another one
where it is technically feasible. Without being specific regarding the format,
the received data must be structured, commonly used, and machine-readable
to ensure interoperability. The objective is to prevent data subjects from being
locked into privacy-unfriendly SPs by providing the opportunity to change
the providers and easily transfer their data. The Guidelines of Article 29
Working Party on data portability [12] elaborate on what exactly provided
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data implies and which types of personal data fall or do not fall under the right
to data portability. When requesting to exercise their right to data portability,
data subjects must receive the data that are provided by them actively and
intentionally [12]—for example, submitted via online forms. They must also
receive observed data [12] which may, for example, include a person’s search
history, traffic data, and location data. Nonetheless, they may not receive
derived and inferred data. The controllers are not obliged to include inferred
and derived data as they are created by the data controllers on the basis of the
data provided by the data subjects [12].

2.4 Challenges of Providing Consent
Privacy notices, generally speaking, are the different channels and means of
conveying privacy policy information to users and the de facto means of
informing them regarding the available opportunities to maintain control of
their data. In other words, privacy notices are the conventional means to
implement the paradigm of notice and choice. The notice is a presentation
of terms, and the choice is an action that implies the acceptance of the terms.
Privacy notices come in various forms and range from general privacy policy
and consent forms to cookie consents and authorisation (permission) dialogues
in the context of Identity Providers (IdPs) and mobile applications.

The status quo in different contexts indicates the ineffectiveness of consent
forms and privacy notices [88]. Schaub et al. [100, 101] discuss the ineffec-
tiveness of privacy notices and report the common problems which include
notice complexity, lack of real choices, notice fatigue and habituation, and
decoupled notices. Users simply provide their consent whenever the consent
is requested [18]. Even if users intended to read policies, it would be practi-
cally impossible to spend hundreds of hours to read the privacy policies of
the websites they visit every year. McDonald and Cranor estimated the total
time for reading policies in 2008 [73]. The number would be much more
significant if the study were replicated in the post-GDPR era, as more websites
have privacy policies which are longer and more complicated according to the
studies conducted in [33, 66]. In Section 6.1, we report and discuss work that
attempts to solve the problem of ineffective consent forms.

In three particular circumstances (Art. 9, 22, and 49) where a high level of
control over data is considered appropriate [10], the GDPR refers to “explicit”
consent as a means to legitimise specific data processing. Nonetheless, in
the GDPR, explicit consent is not separately defined. The Guidelines of
Article 29 Working Party on consent under Regulation 2016/679 [10] state
that the term “explicit” refers to the manner in which the data subject expresses
consent. The data subject must provide an express statement of consent, for
example, in a written and signed statement [10]. Similarly, the required express
statement can be given by filling in an electronic form, sending an email,
uploading a scanned document carrying the signature of the data subject, using
an electronic signature, or a two-stage verification of consent [10]. Nonetheless,
the requirement of obtaining explicit consent makes it more challenging to
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design usable consent forms and request applicable express statements from
users, depending on the context. Therefore, the HCI implications of obtaining
explicit consent should be further studied in addition to the attempts to improve
the effectiveness of consent notices to acquire informed consent based on the
technologies at hand.

Consent holds a notable role in data protection as an indication of self-
determination [34] and functions as an expression of individual autonomy.
Eoin Carolan [25], aligned with Schermer et al.’s view on the active role
of people in providing consent [103], argues that active consent not only
requires users to make a choice actively but also assumes that the individual is
capable of making a choice autonomously. Not surprisingly, there is growing
scepticism over the active role of people, emphasised in the legal frameworks,
in providing informed consent and the efficiency of consent as a legal ground
for legitimate personal data processing. Schermer et al. argue that the legal
requirements for providing and obtaining consent can be relaxed if different
users in different societies have a common understanding of i) the actions or
inactions constituting consent and ii) fair use of personal data [103]. However,
privacy is a very complex concept which is dependent on the context, social
norms, and specific individuals’ characteristics; thus, obtaining a common
understanding of consent and fair use of data to relax consent requirements is
impractical. Nissen et al. [82] propose an alternative approach whereby users
can opt to delegate consent decisions to an ecosystem of third-parties, including
friends, experts, groups, and artificial intelligent entities. They present the
results of a study that explores initial public responses to consent delegation.
Their results reveal public interest in delegating consent and identify differing
preferences depending on the privacy context. However, the proposal by
Nissen et al. [82] relies on the offer of choice as the real agency of users and the
users’ ability to decide if and how to consent. Having more choices with regard
to when to consent, when to delegate, and when to automate decision-making
is itself a new challenge.

In this thesis, we refer to the requirements of consent in the current legal
framework of the GDPR rather than attempting to suggest alternatives and
replacement or reframing the concept of consent. Our work is not legal
research but a study in the realm of usable privacy that aims to decrease the
gap between legal and user-centred transparency, intervenability, and consent.
Similar to Schaub et al.’s arguments regarding the role of privacy notices and
choice [101], we believe that the problem is not fundamentally inherent in
the requirements of control and transparency but in how we currently design
notices and choice. Therefore, we adopt a neutral view on the effectiveness of
active consent or autonomous authorisation model of consent and investigate
the actual effects by involving users for whom the regulations must ultimately
provide privacy protection.
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3 Research Questions
As a stepping stone to attain the objective of this thesis, we address two re-
search questions which are outlined in this section. Through the first research
question, RQ1, we aim to investigate how usable transparency can help users
intervene in the processing of their data. In the second question, RQ2, we seek
to design consent forms in a usable manner which facilitate making informed
decisions.

• RQ1: How can we facilitate intervenability through usable transparency?

To address RQ1, we investigate how ex-post transparency can be employed
to help users intervene in the processing of their personal data using the TETs
in Papers I and II. Paper I introduces a new version of a TET called Data Track
which visualises exports of personal data and sheds light on what people think
about data portability and how it can be exercised using TETs. In Paper II,
we provide a proof of concept in the form of a prototypical implementation
of a TET that facilitates usable transparency and intervenability based on
privacy notifications. Paper II provides a set of validated design requirements
for privacy notifications which inform their recipients of their intervenability
rights and enable them to make informed follow-up decisions to improve their
privacy.

• RQ2: How can we design consent forms to enable users to provide informed
consent?

To address RQ2, we divided it into two sub-questions, each of which
contributes to the design of usable consent forms but in different ways.

• RQ2.1: How can we engage users with policy information, via different
types of interaction techniques, in consent forms to enable them to provide
informed consent?

Obtaining meaningful and informed user consent is increasingly problemat-
ic in a world of various digital services. Current approaches to obtain informed
consent usually provide users with a surfeit of information conveyed in long,
jargon-filled texts that are difficult to comprehend and ignored by users [26, 67].
The GDPR, while specifying the legal requirements of consent and the need
for affirmative actions, does not clarify the extent to which affirmative actions
such as ticking boxes are effective for obtaining informed consent. Different
interaction techniques which can serve as affirmative actions may influence the
number of user actions and user memory of the content [112]. Consequently,
we discuss RQ2.1 in this thesis in Papers III–VI.

In Papers III–VI , we propose HCI solutions to help users pay more atten-
tion to the actual data they disclose and conditions of consent by improving
ex-ante transparency, engaging users with the consent forms, and thus im-
proving the quality of providing consent. The consent forms we designed in
Papers III–VI are the authorisation dialogues (permission dialogues) of identity
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providers either on mobile phones (Papers III and V) or on desktop (Papers IV
and VI). However, the methods employed to actively involve users apply to all
circumstances in which users need to make a choice and agree to the processing
of their personal information. We evaluate user attention to different policy
information, including requested personal data, data processing purposes, and
the conditions of consent. Consequently, our results are not restricted to
the permission dialogues of identity providers; they can be extended to other
consent forms such as the permission dialogues of browser extensions, mobile
apps, and cookie consent forms.

Paper III investigates users’ awareness and understanding of their personal
data flow when they sign up for a service provider using an identity provider
offering its services via a mobile app. The prototypes in Paper III utilise check-
boxes to select the personal information, even that which is mandatory, to
be shared. In Paper IV, we focus on widely used authorisation dialogues—
Facebook Single Sign-On (SSO) authorisation dialogues—and propose HCI
solutions to make the dialogues both legally compliant and effective for obtain-
ing informed consent by engaging users with policy information. Paper IV
utilises Drag-and-Drop (DAD) for data selection and the question-and-answer
method to engage users with the conditions of consent. In Paper V, we propose
and compare interfaces in which three different types of active selection of
personal information—that is swiping, checkboxes and DAD—are utilised in
the context of authorisation dialogues of IdPs on mobile devices. Finally, in
Paper VI, we investigate whether user engagement with policy information,
including personal data to be shared and data processing purposes, via different
types of interactions plays a significant role in effectively drawing user attention
to the content, even after repeated exposure. Paper VI compares the consent
forms integrating interaction techniques with situations lacking active user
engagement before and after becoming habituated to the designed consent
forms. Contrary to Papers III–V, we measure user attention using both direct
and indirect measures in Paper VI.

• RQ2.2: How may the technologies at hand pose challenges in the provision
of informed consent, and how can those challenges be addressed?

Designing legally compliant systems which rely on consent for lawful data
processing requires adaptation of consent by taking into consideration the
characteristics of the technology at hand [41]. Different technologies bring
particular challenges and demands for obtaining informed consent. Moreover,
when the process is not transparent, nor is it possible to predict and stipulate the
purposes before data disclosure, obtaining informed and unambiguous consent
for specified data processing purposes would be challenging. Therefore, this
thesis discusses RQ2.2 in Papers VII and VIII.

Using fingerprint recognition to confirm consent may pose new challenges
in obtaining informed consent—including misunderstanding among users of
their sensitive data flow first revealed in Paper III—particularly in the context
of IdPs. Further, misunderstanding of access to authentication tokens may
affect withdrawing consent. For example, to effectively exercise the right to
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withdraw consent, users should not think that they are endangering a piece
of their sensitive information to stop the processing of their other personal
information if fingerprint recognition is used to confirm the request. Therefore,
in Paper VII, we investigate people’s perception of privacy and sensitivity of
fingerprint data on mobile devices in the context of IdPs. We extend our
investigation to see if the misunderstanding of the flow of fingerprint data
stems from how fingerprint recognition is prototyped in our studies.

Online data services demand to change their data processing scenarios to
create new products or services based on the characteristics of the available
technologies. Nonetheless, such changes may pose new challenges to data
services for obtaining informed consent from their customers. For example,
using big data analytics, new types of information may be derived that could
be utilised legally—if users provide their consent—for new purposes which
were previously unforeseen. However, lengthy and barely comprehensible
consent forms encompassing all possible future cases do not suffice to obtain
informed consent from users in this context. Hence, in Paper VIII, we explore
how the UIs for dynamic consent can be designed to facilitate repurposing
in a specific use case. Dynamic consent, similar to the current practices of
obtaining consent, may suffer from a couple of problems, including consent
fatigue and habituation. To benefit from the potential advantages of dynamic
consent, we must consider its HCI implications. Therefore, in Paper VIII, we
extend our exploration to see how people perceive the concept of dynamic
consent using our proposed UIs.

4 Research Methods
The work in this thesis belongs to the field of HCI. To answer our research
questions, we employ quantitative and qualitative empirical HCI research meth-
ods. The methods employed consider users through the development cycles of
the proposed and tested tools and solutions which, to a certain extent, follow
a human-centred design approach [58]. Overall, the user studies in this thesis
include both experimental methods and non-experimental methods comprising
descriptive (or observational [71, p. 130]) methods [65]. Figure 1 represents an
overview of the methodologies used in this thesis. In this section, we provide
the methods used for each research question in detail and briefly explain the
motivations for the choice of the methods. McGrath, in an influential paper
on HCI research methodology, states that “all methods have inherent flaws,
though each has certain potential advantages” [75, p. 154]. Therefore, we also
briefly discuss the strengths and limitations of the methods exploited.

4.1 Methods to Address RQ1
RQ1 is an exploratory and broad research question which does not aim to iden-
tify the causal relationship between entities and events. Therefore, to address
RQ1, we employ qualitative methods to explore users’ attitudes, preferences,
and understanding towards the transparency functions which aim to help users
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Figure 1: Overview of the methodologies used in the papers of this thesis for addressing the RQs.

exercise their intervenability rights. In the following section, we elaborate on
the methods employed to address RQ1.

4.1.1 Interviews

Contrary to surveys, which are extensive but not profound, interviews can
help obtain in-depth answers. Interviews are highly flexible in terms of struc-
ture. On the one hand, there are fully structured interviews with a firm script
to present questions in a predefined order. On the other hand, there are un-
structured interviews which may be based on a list of topics or questions to
guide the interview [65]. However, if researchers want to avoid the challenges
involved in conducting and interpreting the collected data from unstructured
interviews, they can use semi-structured interviews. In semi-structured inter-
views, a few planned questions are asked, and other questions may emerge
based on participants’ answers and comments [65].

In Paper I, we conduct semi-structured interviews to study users’ perception
of transparency of data exports and their attitudes and preferences regarding
data portability facilitated by the Data Track tool. The interview method is se-
lected in Paper I because the aim is to investigate users’ perceptions individually
and in detail. Nonetheless, one of the shortcomings of the interviews is that the
collected data are separated from the tasks and the context under question [65].
Consequently, interviews may cause the interviewees to suffer from the prob-
lems of recall. However, to reduce the effects of this drawback in Paper I, the
semi-structured interviews are combined with other techniques—for example,
role-playing. Interviewees are given a persona to role-play (see the details of
role-playing as a facilitator for our studies in Section 4.4), a task to complete,
and have the opportunity to work with the Data Track tool while answering
the questions. During the interview sessions of Paper I, a moderator observes
participants, a note-keeper takes notes, and the screen and voice are recorded
for each individual to cross-check the data collected afterwards. Transcripts
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from recordings are compared to notes taken during the studies to ensure the
accuracy and comprehension of data collected. Transcripts serve as the input
for data analysis that we conduct by grouping the codes representing similar
concepts.

4.1.2 Qualitative User Study to Validate the Elicited Requirements

In Paper II, we extract a set of design requirements from the literature for
TETs that run based on privacy notifications, present a prototype based on the
requirements, and conduct an iterative and qualitative laboratory user study
to evaluate the prototype and the requirements embodied by the prototype.
Contrary to usability evaluations, our user study in Paper II does not aim
to measure users’ actions nor set a goal for them to achieve. The interaction
with the prototype in our user study helps assess users’ attitudes and feedback
towards the implemented transparency functions required to facilitate interven-
ability in a TET that operates based on privacy notifications. The design and
evaluation of the proposed prototype to validate the requirements employ the
characteristics of human-centred and participatory design [58], as the process
utilises the feedback of representatives of the target audience. We iteratively
integrate the feedback into the prototype for three iterations. We stop after
the third iteration, as we receive no new feedback on what can be realistically
addressed by further changes in the prototype.

4.2 Methods to Address RQ2.1
To address RQ2.1, we design prototypes of the consent forms which integrate
different ways of engaging users with policy information. We then compare
and evaluate the effectiveness of the prototypes to enable users to provide
informed consent. To evaluate our proposed consent forms, we expose users
to our prototypes in experimental and non-experimental laboratory usability
studies, and we measure their experiences, including their attention to policy
information. User attention is a prerequisite to being informed and grasping
the content. We measure and compare the usability of the proposed design
solutions and quantitatively and qualitatively collect data regarding the user
experience in our usability studies. Moreover, we test our proposed designs
against habituation.

In the remainder of this section, we briefly elaborate on the usability studies
conducted to address RQ2.1, including how we measure the efficiency and
effectiveness of the proposed designs, and user satisfaction.

4.2.1 Usability Studies

In Papers III–VI, we conduct usability studies following the guidelines in [96]
to evaluate our proposed prototypes of the consent forms engaging users with
their contents. The ideas of Papers IV–VI originate from the results of the
non-experimental study in Paper III in which the aim is to unravel the usability
issues of the proposed UIs, drive further development, and understand the
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potential utility of the proposed interfaces to users. The evaluation in Paper III
serves as the basis for the experimental laboratory studies in Papers IV, V, and
VI in which we make inferences regarding the differences among conditions.

In this thesis, a typical usability study session consists of introducing the
study with a cover story, obtaining participants’ consent, asking them to
complete a pre-test questionnaire before tasks, asking participants to complete
a set of tasks role-playing a persona using a prototyped UI, handing them a post-
test questionnaire after completing the tasks, debriefing, and compensating the
participants. Usability evaluations are selected because individuals’ feedback,
attitudes, and perception regarding the proposed interfaces and concepts in
question are required. Moreover, the usability study is relatively simple and
straightforward. To complement the usability studies, we combine them
with other methods, such as questionnaires and post-test interviews. The
inclusion of other methods also helps us infer certain conclusions from the
participants’ verbal opinions and the observations made by the test moderators.
For elaborated descriptions of the user studies conducted in this thesis, please
refer to Papers III–VI.

To measure usability, we adopt the usability definition of ISO 9241–210
provided in [58] in which usability is the “extent to which a system, product or
service can be used by specified users to achieve specified goals with effectiveness,
efficiency, and satisfaction in a specified context of use” [58].

Hornbæk [55] summarises usability factors measured in HCI studies pub-
lished in core related journals and proceedings. In the literature, as shown by
Hornbæk [55], the prevailing measures of effectiveness include binary task
completion, accuracy, recall, completeness, quality of outcome, and expert’s
assessment. Effectiveness is measured using the recall of information in Papers
III–VI and notice adherence in Paper VI, as the indirect manifestation of user
attention to policy information. Information recall indicates the extent to
which users can remember the data items they share and notice adherence
is the extent to which users reject or accept the consent request based on its
critical content. In other words, notice adherence in Paper VI is a self-reported
measure that shows whether a user has paid attention to the critical content
(e.g. sensitive data shared or dubious data processing purposes) and confirmed
consent. However, recall scores may not necessarily reflect user attention to the
policy information since they depend on memory capacity as well, particularly
for specific items visited for a short time.

Consequently, to complement the data obtained through subjective, self-
reported measurements, we use eye-tracking data as the behavioural manifes-
tation of user attention. We compare the effectiveness of different consent
forms to draw user attention to their policy information, even after repeatedly
exposing users to these consent forms—that is after habituation.

Habituation is a mental state which is difficult to be observed with conven-
tionalmethods like notice adherence [20]. Researchers show that eye-tracking is
a valid measure of the mental process of habituation to security warnings [119].
Moreover, a few studies demonstrate that with successive viewings of security
warnings, users’ visual sampling decreases [3] and that cross-sectional habitua-
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tion studies are valid proxies for longitudinal studies [119]. Thus, in Paper VI,
we use eye-tracking to measure the decrease in user attention and as a means to
detect habituation.

In the literature, efficiency is mainlymeasured by time (e.g. task completion
time), input rate, mental efforts, usage patterns, communication efforts, and
learning [55]. Fifty-seven percent of the HCI studies included in Hornbæk’s
survey [55] measure time in terms of task completion time. Task completion
time is also used to measure efficiency in this thesis.

Finally, satisfaction is primarily measured in the literature by standard
questionnaires, preferences, satisfaction with the interface, and users’ attitudes
and perceptions [55]. Although certain studies use standard questionnaires
for measuring satisfaction or build directly upon previous work for questions
on overall users’ satisfaction, numerous researchers use their own satisfaction
measures [55]. Using existing scales, which are examined and re-validated
by other researchers, advances the state of the art and disengages researchers
from developing their own measurement instruments [91]. In Papers III–
VI, we employ the SUS questionnaire [21] to measure the overall usability
and satisfaction in the context of identity providers for two reasons. First,
among the other validated questionnaires, the SUS has been selected and used
in hundreds of usability studies [13] and there are also a large number of
reviews and evaluations of its effectiveness, strengths, and weaknesses [14, 116].
Second, Ruoti et al. [97] report that the SUS questionnaire produces reliable
and replicable results for web authentication systems and they recommend that
the usability of the new authentication systems be formally evaluated using
the SUS scale.

4.3 Methods to Address RQ2.2
Similar to RQ1, RQ2.2 is a broad research question which focuses on the chal-
lenges of obtaining informed consent with the emergence of new technologies.
It also explores the potential solutions to the problems that surface. To address
RQ2.2, we conduct qualitative and quantitative methods. In the following
section, we elaborate on the methods employed to address RQ2.2.

4.3.1 Questionnaires and Surveys

Surveys are fundamentally used to ask a well-defined and well-written set of
questions, of a sample of people from a population, to explain, explore, and
describe that population [38]. Surveys are rather easy and cheap methods to
collect data from a large number of people. However, they cannot provide in-
depth and detailed data [65]. Although interesting conceptsmay appear in users’
answers, it is not possible to ask follow-up questions which can investigate
more about the concepts in surveys. Consequently, careful considerations
are required for inappropriate, ambiguous, or biased responses. Moreover,
questions—both open-ended and close-ended—should not be redundant, biased,
and incomprehensible, and the number of questions should not cause fatigue
among respondents [51]. The terms surveys and questionnaires are often
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used interchangeably. Nevertheless, they may be occasionally differentiated—
questionnaires may be defined as a list of questions and surveys may be defined
as a complete methodological approach that includes questionnaires as one of
their elements apart from, for example, sampling and incentives [65]. This
thesis differentiates between self-administrated, electronic questionnaires and
surveys and moderator-supervised questionnaires and surveys combined with
usability tests and user studies to collect more data from users and help avoid
misinterpreting questions as participants have the opportunity to interact with
the moderator.

In Paper VII, we conduct a self-administrated, electronic questionnaire—
that is an online survey to measure attitudes and self-reported behaviours.
Participants are assigned to one of the four groups in the survey. After watching
a video prototype, they answer a few questions, including related questions
to the scenario shown in the video. To avoid respondent fatigue, we keep the
number of questions small and the duration of the video prototypes short.
The average duration of our video prototypes in Paper VII is 83 seconds.

As previously discussed in Section 4.2.1, our usability studies are com-
bined with other data collection methods. In this thesis, moderator-supervised
questionnaires are used in combination with the user studies conducted in
Papers III–VI in order to measure participants’ experience and capture their
opinions of various aspects in the user studies. Both existing questionnaires8
to collect data on subjective topics and researchers’ own questions to collect
data on more objective topics are used in Papers III–VI.

4.3.2 Focus Groups

The focus groups, similar to the interviews, help elicit perceptions, information,
attitudes, and ideas from a group of participants [65]. Nonetheless, the distin-
guishable factor between a focus group and a one-to-one interview is capturing
participants’ ideas and attitudes through group interactions [110]; one partic-
ipant’s reaction to a topic in question elicits another one’s response. Focus
groups depend on dynamic interaction to provide the information sought [64]
and an active role of the researcher in creating group discussion for data col-
lection [77]. Focus groups can provide major insights into attitudes, beliefs,
and opinions [24]. However, focus groups can silence individual disagreeing
opinions [64] and a few participants may dominate the discussion [110], which
accentuate the critical role of a skilled and vigilant moderator to conduct the
focus group.

In Paper VIII, we are mainly interested in receiving feedback concerning the
conceptual aspects of dynamic consent. Therefore, we involve domain experts
rather than laypersons to evaluate our prototype. The workshop conducted
in Paper VIII is a hybrid between a focus group and a cognitive walkthrough.
It is a focus group because its fundamental purpose is to gauge opinions and
attitudes regarding the high-level concept of dynamic consent in the context of

8We used the SUS to measure the overall usability and satisfaction and the IUIPC question-
naire [72] to measure the participants’ privacy concern level.
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repurposing the processing of personal data. We encourage a lively discussion
among the participants to achieve as much feedback as possible. The study in
Paper VIII also presents the features of a cognitive walkthrough. We use a paper
mockup9 to weigh whether the order of the operation steps of the prototype
designed can help people understand the concept of dynamic consent.

4.4 Facilitators for Conducting Our User Studies
Cover stories. In Papers III–VI, we use cover stories to prevent participants
from being primed for the actual objective of the studies. We do not want to
prime our participants for privacy and attention to the content of the consent
forms that we design. In other words, we want to avoid non-realistic attention
due to the study setup. Therefore, the actual purpose is carefully and ethically
obscured, both during the recruitment phase and during interactions with
participants in the study sessions. Participants may form certain interpretations
of the goal of the study and change their behaviour accordingly, which is called
demand characteristics [84]. We use cover stories to reduce the effects of the
cues that may reveal the real goal of the study to participants and become
significant determinants of their behaviours.

In Paper II, we use the term “cover story” to refer to the introductory story
that we tell our participants to set the scene and to provide a common ground
for the prototype that the participants experience. Thus, the cover story we
use in Paper II does not disguise the purpose of the study.

Role-playing. In four of the papers included in this thesis (Papers I, III, IV,
and V), participants role-play a persona to complete their task(s). Participants
receive a few instructions about the task(s) and the persona they are required
to role-play on a role-playing card. Using a persona has two main reasons: i) it
enables full control of what each participant encounters, providing a standard
experience that can be compared among participants and ii) due to ethical
reasons, it helps to avoid handling participants’ sensitive information which
has to be disclosed for the study, such as birth dates or page likes on Facebook
in Paper IV and their locations over a period of time in Paper I.

Role-playing may affect the generalisability of the results achieved from user
studies. For example, in our studies, the recall scores might differ in each group
if participants used their own accounts. However, role-playing does not affect
the results obtained from the comparison of different test groups of participants
(between-subject studies in Papers III–V) in this thesis. Moreover, in Paper I,
the task defined for participants and the persona required to complete the task
serve as the starting point of discussing the interview questions. Role-playing
the persona while performing the tasks, in Paper I, provides all participants
with a common ground and enables them to have a better insight into the
meaning of downloading data from an SP and uploading the same data to
another party. Nevertheless, the task is not used to measure the effectiveness

9A mockup looks quite similar to a prototype. However, it is a graphical representation that is
not interactive and not clickable.
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of the UIs (Google archive managing interfaces in Paper I) or to time the
participants for efficiency.

Prototyping. Prototyping enables designers to check their ideas with
users and to obtain feedback [90]. Prototyping is achieved using different
techniques, tools, and materials, ranging from paper, pens, and cardboards to
wireframes and more advanced programming languages [23]. Prototypes are
classified based on their levels of complexity and detail (e.g. paper-based low-
fidelity versus computer-based high-fidelity prototypes) [121]. Some research
compares user testing with low and high-fidelity prototypes and reveals that
low-fidelity prototypes are also good at uncovering usability issues [99, 121].
The results of the usability testing conducted by Walker et al. also demonstrate
to be independent of medium, despite differences in the interaction style [121].
Consequently, in this thesis, the medium and the level of fidelity are selected
based on what suits the practical needs and design goals for prototyping.

In this thesis, several high-fidelity prototypes have been created and tested
with real users under varying conditions. In Paper I, the goal is to present a
stand-alone, open-source TET that users can download on their computers to vi-
sualise their data exports. The prototype evolved over various incremental and
evolutionary iterations of pilot tests. The prototype of the latest stand-alone
Data Track tool described in Paper I is a high-fidelity, completely interactive
prototype implemented to run in a browser using HTML, CSS, JavaScript,
and some JavaScript libraries (e.g. Leaflet for interactive maps).

In Paper II, the goal is to emulate the behaviour and look of a native mobile
app as accurately as possible. We use a combination of HTML/CSS/JavaScript,
and the jQueryMobile framework to implement a high-fidelity interactive
prototype in the form of a rich mobile application. During our studies in
Paper II, the prototype ran in a standard Firefox web browser on an Android
phone.

To test the design concepts for consent forms presented in Papers III–
V, we create different interactive prototypes with a rapid prototyping tool:
Axure software. The prototypes of different consent forms in Paper VI are
high-fidelity prototypes that run on Chrome browsers and are designed using
Bootstrap and JQuery libraries to test the effects of interaction techniques on
user attention, before and after the habituation trial.

In Paper VII, to better communicate the scenarios in question and reveal
the entire corresponding experience to the participants of our online survey, we
use video prototyping. We make four different video prototypes, using Adobe
After Effect and Photoshop, based on the types of the IdP in the scenarios and
the authentication tokens to confirm the consent forms.

Finally, in Paper VIII, we design a click-through prototype, using the
Balsamiq tool, which is an example of how the concept of dynamic consent
could be implemented. However, we use the printed mockup in our focus
groups as our objective is to discuss high-level concepts rather than detecting
usability issues.
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4.5 Participants in Our User Studies and Limitations
Generally speaking, we recruited people for our studies via word of mouth, a
few mailing lists, posters pinned on the public bulletin boards of various facul-
ties of Karlstad University and at public places at the city centre, and posting
on several Facebook pages related to Karlstad city and university. However, in
this section, we do not aim to provide exhaustive and detailed information on
how we recruited our participants in each paper of this thesis, as the relevant
information can be found in the appended papers. Alternatively, we briefly
argue who and how many participants, in general, we recruited in our user
studies and the corresponding limitations. Participants took part in the studies
of this thesis individually and voluntarily. Nonetheless, volunteer participants
have numerous discrepancies with the general population, indicating to be, for
example, more well-educated, more intelligent, and of higher social class [95].

We did not limit our recruitment by only asking for student participants;
nonetheless, most of our participants were connected to academia, including a
large number of undergrads and graduate students, some administrators, and a
few lecturers. However, we attempted to exclude people with computer-related
backgrounds as much as possible and had participants from various other fields
of study.

Barkhuus and Rode [15] report that approximately half of the studies in
their sample of papers from the ACM CHI conferences over 24 years were
conducted with either undergraduates or graduates students. Similarly, Sjøberg
et al. [108] report that 81 out of a sample of 113 articles on software engi-
neering used students. Nonetheless, Hornbæk [56] argues that reflecting on
the characteristics of the participants may be of much greater significance in
comparison with having student participants in an experiment which may not
matter to a study. We acknowledge the limitation of our sample of participants.
Despite our attempts to obtain a balanced sample of participants regarding age
and gender, we have a relatively young sample of participants with females
outnumbering males. However, we argue that it does not severely affect the
results obtained from the comparison of different groups in Papers III–VII.

Guest et al. report that saturation occurs within the first twelve interviews,
although essential elements for meta-themes are present as early as after six
interviews [44]. Guest et al. discuss that as long as the aim is to understand
common perceptions and experiences among a group of relatively homoge-
neous individuals, twelve interviews should suffice. Therefore, in Paper I, we
recruit 10 participants because we observe that no new themes surface after
interviewing the eighth participant.

In Paper II, we conduct an iterative user study to validate our set of require-
ments. We recruit 16 participants in total in the course of three iterations since,
after the third iteration, we reach a demonstrable level of maturity. In each
iteration, we recruit five to six participants. A small number of participants
can still help recognise a considerable number of problems in a prototype [81].

In Papers III–VII, we have four different groups, andwe stop the recruitment
process once we have at least 20 in each group. Hornbæk [56] argues that the
pragmatic answer to the question regarding the number of participants that
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must be included in HCI studies is approximately 20 participants. Similarly in
a critical review of psychology experiments, Simmons et al. [107] recommend
20 persons per condition because samples smaller than 20 per cell are simply
not sufficiently powerful to detect most effects [107].

The recommended number of people per group varies for focus groups.
For example, MacIntosh suggests six to ten participants [70], while Kitzinger
believes that the ideal group size is between four to eight people [64]. In our
workshop presented in Paper VIII, we receive a total of ten participants. To
help the moderator to have better control over the discussion and provide
our participants a better opportunity to interact with each other and express
themselves in a limited time, we divide our participants into two focus groups
with five participants in each group. Aiming to maximise the exploration of
different perspectives, we distribute the participants evenly between the two
groups according to their backgrounds. We obtain different results regarding
the concept and usefulness of dynamic consent from the two groups of our
study.

4.6 Ethics
As discussed previously in Section 4.4, we use cover stories in the studies
of this thesis. Bortolotti and Mameli [19] argue that it is possible to use
deceptive methods without causing severe harm to participants. In Papers III–
VI, participants are not deceived in a manner that they experience an utterly
irrelevant study compared to the one to which they are introduced. However,
the main objective regarding privacy and attention to data sharing is disguised.
The objective is presented as a study of testing the usability of a website, in
Papers III–V, and a study of rating a few photos from different websites based
on the hashtags assigned to them, in Paper VI, both of which are a part of what
participants accomplish.

Although we employ cover stories, all necessary steps have been taken
to adhere to the Swedish Research Council’s principles of ethical research in
the appended papers of this thesis [120]. This includes obtaining informed
consent, not using participants’ actual or sensitive data to complete the tasks,
and debriefing participants at the end of the study. Furthermore, we applied
for ethical approval for user studies conducted in Papers II and VIII. Our
external co-author informed us about the ethical approval for Paper VIII and
we were not involved in the process of applying for it. The study in Paper
II is conducted after the official enforcement of a new decision at Karlstad
University requiring all research projects to be ethically reviewed before the
commencement of the project. Therefore, although none of our studies falls
under the provisions of the Act concerning the Ethical Review of Research
Involving Humans (2003:460) [1], our study in Paper II is ethically evaluated
at the Faculty Ethics Review Group. Nonetheless, seeking ethical approval
from the Research Ethics Committee has not been required.
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Table 1: The appended papers of this thesis (except Paper VII) coded with the Schneider et al.’s
framework [104].

Concept of Power Psychological Component Persistence of Empowerment Design Mindset
List of Papers Power-to Power-over Feeling Knowing Doing Transient Persistent Participatory Expert

Paper I
Paper II
Paper III
Paper IV
Paper V
Paper VI
Paper VIII

5 Contributions
This thesis contributes to the body of knowledge on designing to empower
users through usable transparency, intervenability, and consent. In this section,
first, we cluster the appended papers through the lens of Schneider et al.’s
framework [104] (see Section 2.1 for more details concerning the framework).
Then, we present the partial contributions, made in Papers I–VIII, which reflect
the general contribution of this thesis. The partial contributions comprise
the empirical and artefactual contributions and contributions in the form of
design guidelines. All three types of contributions are depicted in Figure 2 at
the end of this section.

5.1 Contributions Coded Through the Lens of the Schnei-
der’s Framework

The overview of our papers (except Paper VII) clustered using Schneider et
al.’s framework is presented in Table 1. We exclude Paper VII, as it does not
propose concrete solutions for counteracting the issues revealed regarding
users’ understanding and attitudes towards the use of fingerprint recognition
to confirm consent requests. If users were provided with appropriate UIs
conveying the information regarding the privacy of fingerprint recognition in
Paper VII, the concept of power would be classified as “power-to”, manifest as
“knowing”, be “persistent”, and be designed using either mindset dependent
on the methodologies exploited. In the following account, we elaborate on
how the appended papers of this thesis are clustered using the Schneider et al.’s
framework.

Concept of power: Apart from the primary effect of gaining the ability to
control personal data, which is similar to the notion of power as “power-to”,
decreased power imbalance is the after-effect of achieving the objective of this
thesis, which is similar to the notion of “power-over”. Nonetheless, to cluster
our work based on Schneider et al.’s framework, we distinguish between tools
and techniques which should be provided by service providers (Papers III–VIII,
excluding Paper VII) and the stand-alone TETs that enable users to visualise and
maintain control of their data (Papers I and II). The concept of power in the
former group is classified as “power-to” and in the latter group as “power-over”.
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Psychological component: In the appended papers to this thesis, except for
Paper VII, the effect of empowerment can be classified as both “knowing” and
“doing”. In this thesis, the proposed tools and solutions empower users to keep
control of their data by informing them about their personal data processing in
a manner that leads them tomake related informed privacy decisions and taking
action. Nonetheless, taking action in certain circumstances—such as exercising
intervenability rights directly in the ex-post TETs proposed by Papers I and
II—have practical limits, as discussed in Section 2.3.2.

Persistence of empowerment: User empowerment over their data in
Papers I–VIII, excluding Paper VII, is categorised as transient rather than
persistent. The information users gain while handling the consent forms in
Papers III–VI and Paper VIII, or utilising the TETs in Papers I and II, is case-
sensitive and specific for individual scenarios. In other words, when a user
responds to a consent form, the information conveyed may not necessarily em-
power him/her to make an informed consent in another situation or context.
However, it may lead to more reflected and proactive behaviour in general and,
therefore, facilitate empowerment persistently.

Design mindset: In the appended papers of this thesis, the initial version of
the tools and techniques proposed are the results of the expert mindset. Howev-
er, the evaluation methods employed consider users through the development
cycles of the proposed and tested design solutions.

5.2 Artefactual Contributions
In the field of HCI, the artefactual contributions are systems, techniques, or
design inventions initiated as, for example, prototypes, sketches, mockups,
or demos and are often at least partially functional [124]. The outcome and
contributions of the empirical evaluations accompanying the artefacts of this
thesis are reported in Section 5.3. In summary, the artefactual contributions of
this thesis comprise prototypes and mockups of usable TETs and consent forms
designed to empower users to take control of their data; these contributions
are listed below:

1. Prototype of TETs facilitating intervenability through transparency
The Data Track tool is an example of a TET that provides users with
visualised information regarding the personal data they have disclosed
to different service providers under specific agreed-upon policies. In
Paper I, we present a prototypical implementation of the latest stand-
alone version of the tool that helps users visualise their data exports and
facilitates exercising the right to data portability as an intermediary tool
when users wish to transfer their data between services. The tool is a
proof of concept contributing to addressing RQ1 by showing how usable
ex-post transparency functions can aid data portability in the form of a
TET running as a desktop tool under users’ control.
In Paper II, to validate our design requirements elicited from the litera-
ture, we provide a prototypical implementation of a TET. The prototype
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is a proof of concept contributing to addressing RQ1 by showing how
usable ex-post transparency can facilitate intervenability in the form of
a TET that runs based on privacy notifications. The designated target
platform of the tool is the user’s smartphone. We design three privacy
notifications as the central part of the prototype considering our pro-
posed design requirements, where applicable. The notifications aim
to provide users with sufficient guidance to make informed follow-up
decisions about the processing of their health data.

2. Prototype of consent forms engaging users with content via different interac-
tion techniques
In Papers III–VI, we design a few consent forms which engage users
with policy information. The consent forms serve as a proof of concept
contributing to addressing RQ2.1 by revealing how different existing
interaction techniques, including checkboxes, DAD, and swiping actions
can be adapted and integrated into consent forms to engage users with
different policy information—that is to select what to share for which
purposes.
In Paper III, we present the mobile prototype of authorisation dialogues
of an IdP which engages users with policy information, using checkboxes.
When users are confronted with an authorisation request, they select
mandatory information and, if desired, some optional information to
be shared with a service provider and confirm their consent using their
fingerprint.
In Paper IV, we move one step forward towards designing the effec-
tive consent forms engaging users with policy information and design
desktop authorisation dialogues leveraging both DAD and the question-
and-answer method. DAD is used to engage users with the personal
information they disclose as a response to the consent request. The
question-and-answer method is used to actively engage users with the
policy information concerning the conditions under which they provide
their consent. At the second step, after selecting the personal data to
be disclosed, users answer to a few policy questions based on the policy
information provided to them and check their answers until they provide
the correct response to each question. In cases where the wrong answers
are provided, the correct answers are shown to the users who must select
the right answers and recheck them.
In Paper V, we provide the prototypes of mobile authorisation dialogues
of an IdP which leverage different interaction techniques—comprising
DAD, swiping, and checkboxes—to engage users with the personal in-
formation they select to disclose. The prototypes proposed in Paper V
complement the design in Paper III. Other policy information required
for a consent to be informed, including data processing purposes, is
provided to users as part of the consent request in Papers III and V.
However, users do not necessarily engage with them using any interac-
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tion techniques unless they proactively pay attention to the provided
information.
Finally, in Paper VI, we design the prototypes of desktop authorisation
dialogues of an IdP which employ DAD, swiping, and checkboxes to
engage users not only with the personal information to be shared but
also with the data processing purposes for each of the selected personal
information. The prototypes presented in Paper VI complement the
design in Paper IV. Other necessary policy information, including the
right to withdraw consent, is provided to users as part of the consent
request.
In Papers IV–VI, we adapt the suggestion by Pettersson et al. to use
the Drag And Drop Agreements (DADAs) [87] as an alternative way to
express consent. In Paper IV, users have to drag the items individually and
drop them to a single shared destination embedded for all data requested.
In Paper V, each draggable item has a single area for dropping, providing
no other option. Contrary to Papers IV and V, users select where each
draggable item should be dropped among available options in Paper VI,
which may help users pay more attention to what they drag and where
they drop it.
The swipe action integrated into consent forms in Paper VI is different
from the swipe action in Paper V that is used on mobile devices. Al-
though it is possible to accomplish the swipe action in Paper V via a
mouse, it specifically targets touchscreen devices. Moreover, the swipe ac-
tion in Paper V does not necessarily involve users with text. To highlight
text, Paper VI slightly adapt the swipe action suggested by Bravo-Lillo et
al. [20] by adding an arrow and combining it with a slider. Our slider-like
design provides users with more control of data selection compared to
standard text selection highlighting with a mouse.

3. Prototype of dynamic consent forms for a commercial use case
In Paper VIII, we present a prototypical implementation that facilitates
incremental consent forms based on dynamic consent. The prototype
contributes to addressing RQ2.2 by indicating a potential solution for the
challenge of acquiring consent for repurposing the processing of newly
derived data in a commercial use case in the context of big data analytics.
To develop our prototype, we assume that dividing bulky traditional
privacy policies into multiple smaller parts requires less cognitive effort
to read and understand.

5.3 Empirical Contributions
Empirical contributions are new findings based on systematically gathered
data and the results of empirical research methods commonly used in HCI,
such as formal experiments, interviews, focus groups, surveys, usability tests,
and case studies [124]. Empirical contributions in HCI reveal, for example,
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formerly unknown insights into human behaviour concerning information
or technology [124]. In summary, the empirical contributions of this thesis
comprise the analysis of users’ ability to provide informed consent and exercise
their intervenability rights using usable ex-ante and ex-post TETs proposed in
this thesis.

1. Illumination of people’s perception of transparency of data exports and the
concept of data portability
The results obtained from the evaluation of users’ perception of the trans-
parency functions of data exports and the concept of data portability in
Paper I contribute to addressing RQ1. Users appreciate the transparency
functions available in the Data Track tool. However, Paper I reveals a
few HCI challenges that remain to be addressed. In particular, Paper I
confirms the problem of users’ perception of control of their data and
understanding of locally and remotely stored data, an aspect previously
reported in [5, 37], even while exercising their right to data portability.
As reported in Paper I, benefits of the right to data portability and the
usage scenario are unclear for participants. Nevertheless, when informed,
they express their positive attitudes towards the stand-alone version of
the Data Track to function as an intermediary tool which they can use
to visualise (and edit) their mobile data between services. While exercis-
ing their right to data portability, participants are willing to select the
method which provides them with more control of their data, even if it
is not as efficient as the other methods.

2. Evaluation of the effectiveness of different interaction techniques and their
robustness to habituation
We conduct different user studies to evaluate the effectiveness of the
prototypes we designed to actively engage users with policy information
both on mobile (in Papers III and V), and desktop (in Papers IV and VI).
The results of the evaluations partly address RQ2.1.
Paper III reveals that users tend to maintain control of the data requested
to be shared. Studies conducted in Paper III reveal that users prefer to
select even mandatory information themselves and not to have them
selected by default. This tendency indicates that speed is not always
users’ priority and can be explored as a means of slowing users down
and cause them to reflect more. Moreover, the results of the user study
in Paper III show the potential of a confirmation screen to contribute to
the improvement of users’ recall of what they shared.
In Paper IV, users are actively interacting with the authorisation dialogues
of social logins using DAD and the interactive question-and-answer
method. The proposed interfaces of authorisation dialogues help users
have a better recollection of what they shared under which conditions
and decrease the level of uncertainty compared with the current practice
of social logins.
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Paper V demonstrates that although speedy checkboxes do not engage
the user as much as DAD or swiping on mobile devices. Users who
experience DAD and swiping in the consent forms have a slightly better
recollection of the data they share. The different design patterns for
engaging users with content have an impact on the perceived usability
of the designs. The results of Paper V reveal that young users (below 30)
handle the consent forms more quickly than others. Nonetheless, the
time to handle the consent forms and the extent to which users recall
the data they shared do not significantly correlate with each other.
The results of Paper VI show that different types of interactionsmay affect
user attention to certain aspects of policy information. In particular,
the DAD action results in significantly more user attention to the data
items compared to other tested interaction techniques. However, it does
not necessarily help draw user attention to data processing purposes
compared to other interaction techniques in Paper VI. With repeated
exposure to consent forms, the difference in drawing user attention to
certain policy information disappears. In other words, users learn how to
manage their time and resources to handle consent forms more effectively
and efficiently.

3. Analysis of people’s perception of and challenges with using certain technolo-
gies and methods of providing consent
In Paper VII, we first discuss the importance of appropriate compre-
hension of the privacy of fingerprint data and its potential effects on
obtaining and withdrawing consent. Then, we report the results of an
online survey conducted to investigate different people’s (users and non-
users of fingerprint sensors and those who are familiar and non-familiar
with IdP technologies) understanding of privacy of authentication to-
kens (both fingerprint data and PIN codes) in the context of IdPs and
their attitudes regarding the sensitivity of fingerprint data.
Based on the results of Paper VII, we conclude that the misconception
of the privacy of fingerprint recognition is not the result of faking
fingerprint-scanning in the prototypes—that is clicking on an icon on
the screen instead of using the fingerprint sensor on the mobile phone.
Moreover, our results reveal that non-users of fingerprint recognition
tend to be more anxious about third-party access than users are, and
users tend to regard fingerprint pattern as more sensitive than non-
users do. In addition, the results of Paper VII disclose that people who
believe that fingerprint patterns are not very sensitive can have very
different grounds for their judgement. The outcome of our investigation
in Paper VII contributes to addressing RQ2.2 and unravels different users’
attitudes towards the privacy and security of fingerprint recognition used
to confirm consent on mobile devices. Although Paper VII does not
provide concrete design guidelines for usable user interfaces that provide
information concerning security and privacy of fingerprint sensors, the
reported users’ perceptions and attitudes enable system and UI designers
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to accommodate the needs of different groups of people.
In Paper VIII, we investigate the experts’ understanding of our dynamic
consent forms and discuss the implications for future directions, which
empirically contribute to addressing RQ2.2. Our evaluation indicates
that not all experts easily understand our approach involving alternative
paths for obtaining dynamic consent. However, the experts who under-
stand how we implement the concept of dynamic consent appreciate
the incremental consent requests. Our evaluation confirms that the
dynamic way of requesting permissions from the data subject must be
accompanied by actionable choices—that is meaningful ways to exercise
intervenability rights and the privacy consequences of taking action. In
Paper VIII, based on the feedback we received, we discuss that incremen-
tal consent requests have the potential to more accurately describe the
context and increase user control if passably designed.

5.4 Design Guidelines

The design guidelines provided by this thesis comprise a set of design
requirements and recommendations. Paper II provides design require-
ments for TETs that operate based on privacy notifications. Paper VI
presents design recommendations on engaging users with policy informa-
tion in consent forms via different types of interaction techniques. Our
contributions in the form of design guidelines can be categorised under
empirical contributions, as they are based on and are supported by the
results of systematically analysing data collected through the conduct of
empirical research methodologies. Nonetheless, the guidelines arguably
go beyond the empirical results as they are not achieved purely based on
analysing the data collected in empirical studies.
In Paper II, we present a set of validated design requirements for privacy
notifications which inform users about how their personal data are
processed and guide the privacy decisions they make regarding how to
intervene in the processing of their data. The final set of requirements
presented in Paper II contributes to addressing RQ1 and reflects the four
interaction phases conceptualised in [78] for privacy notifications: con-
figuration, delivery, presentation, and intervention. However, our time
and resource constraints make it hard to conduct longitudinal studies
and simulate the real-world environment to investigate the delivery of
notifications. Therefore, we exclude validating the delivery requirements
and focus on investigating how the presentation of notifications can
facilitate intervenability. The configuration requirements indicate the
ability of users to configure and control the behaviour of a TET running
based on privacy notifications. The presentation requirements specify
how information should be presented to users using privacy notifications.
Finally, the intervention requirements support users in terms of reacting
to a privacy notification by exercising the rights of the data subject.
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Based on the results of the experimental usability studies in Paper VI, we
derive a few design recommendations on how to utilise the interaction
techniques studied in Paper VI to engage users with policy information in
consent forms. We recommend designers to carefully select interaction
techniques to engage users with policy information considering the
context of use and the potential biases that the use of different techniques
may create in user attention to different aspects of policy information
in a consent form. Paper VI suggests that uniform consent forms with
identical layouts across different services could train users to attend to
the right pieces of information. The design recommendations in Paper
VI partially address RQ2.1.
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6 Related Work
In this section, we complement the description of the related work in the
appended papers with updated information. We concisely describe the studies
related to enhancing ex-post transparency facilitating intervenability and the
studies on improving ex-ante transparency and consent forms facilitating mak-
ing informed consent. This section also briefly shows how this thesis advances
the state of the art.

6.1 Improving Ex-ante Transparency and InformedConsent
As concisely outlined in Section 2.4, researchers have proposed different so-
lutions to solve the current issues with consent and privacy notices. One
approach to solving the problems related to privacy notices and consent forms
is to make incremental improvements to the corresponding user interfaces, for
example, by modifying the information provided to users and how to provide
the information. The modifications aim to help users pay attention to the
content, which may consequently help them become informed and make better
decisions. Recent studies on cookie consents show that the design elements
used in consent dialogues affect consent choices [83] and may deceive users
into agreeing to more data processing purposes than the purposes they initially
intended to agree [69]. Researchers have proposed privacy nutrition labels [63],
multi-layered short notices summarising key data practices [9, 11, 42], per-
sonalised privacy notices [49, 125], polymorphic notice design [3, 4], visual
attractors [20], privacy icons and images [30, 53], and comic-based interfaces
to convey policy information [113]. However, the proposed methods all come
with their own hurdles. For example, providing information in a compact
form may impair transparency [74]. Moreover, the meaning of privacy icons
may not be easily and uniquely understandable by all people due to cultural
differences [53].

To solve the problems related to privacy notices, a few researchers adopted
another approach and studied improvements to how users interact with the
content of notices—for example, by actively involving them with the content
using checkboxes [122] and swiping action [20]. Literature that does not focus
on privacy also supports the idea that different interaction techniques can
influence the number of user actions and user memory of the content [112].
The emphasis on informed consent in the GDPR [114] which should be given
by clear affirmative actions also augments the importance of investigating how
different interaction design solutions serving as affirmative actions in consent
forms are effective in helping users pay attention.

In this thesis, we adopt the second approach towards contributing to solving
the problems of consent. In Papers III–VI, the effectiveness of consent forms
in the context of IdPs is improved by adjusting the active and conscious role of
users in interacting with consent forms. Papers III–VI, contrary to previous
studies in the context of IdPs, investigate the effects of actively involving users
in consent forms along with fulfilling legal requirements. Apart from the
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reported effectiveness of the proposed solutions on improving users’ awareness
of data sharing, Papers III–VI present the effects on the time to finish the
relevant users’ tasks and their satisfaction.

We complement Table 1 of Paper V, which depicts an overview of research
on engaging user attention with content through different interaction tech-
niques, by adding Paper VI to the comparison presented in Table 2. The
interaction techniques utilised in this thesis originate from reviewing the litera-
ture on privacy and security notices (e.g. [20, 112]). Table 2 reports the results
of studies in Paper VI before the habituation trial. Paper VI complements the
previous works outlined in Table 2 by using both direct and indirect measures
of user attention and investigating if and how the effectiveness of different
design solutions changes under repeated exposure to consent forms. In Paper
VI, we take certain steps to avoid having the same limitations found in the
existing literature on habituation to privacy and security notifications [20, 60].

Javed et al. [60] and Bravo-Lillo et al. [20] use the rejection of disclosing
sensitive information as a manifestation of not getting habituated to notices.
Nonetheless, the information researchers consider as sensitive may not be
regarded as sensitive by users. Moreover, in both studies conducted in [20, 60]
users are continuously and uninterruptedly exposed to notices without having
a primary task, which is not consistent with what happens in real-world
situations. Participants in Paper VI have some primary tasks to do during the
habituation trial—rating a photo after accepting a dialogue better simulates
real situations.

In the following account, we briefly describe the studies conducted in
the first three rows of Table 2. Bravo-Lillo et al. [20] investigate the effects
of visual attractors for computer security warnings on user attention to the
essential information, the salient field, for making decisions. The visual attrac-
tors compromise purely visual and inhibitive attractors, such as swiping and
type actions that actively engage users with the salient field. The salient field
includes either a suspicious or a benign installation request. The effectiveness
of attractors on user attention is measured by the rate of reduction in installa-
tion for suspicious scenarios relative to benign scenarios. However, the rate
of cancelling suspicious dialogues is affected by other factors such as lack of
willingness to fulfil the request in the dialogue or lack of vulnerability feeling.
If users could detect that the suspicious request was fake and safe they might
not take it seriously. The results reveal that warnings with inhibitive attractors
are more time-consuming to handle for participants, although they lead to a
higher reduction in installation rates [20].

In the context of permission dialogues of IdPs, Wang et al. [122] suggest
enabling users to control their data by deselecting what they do not want to
share using checkboxes. Wang et al. [122] provide pre-selected checkboxes
for requested personal data and the possibility to opt out of the optional
ones in their proposed interfaces. Pre-selected checkboxes do not require a
clear affirmative action and, thus, do not constitute a valid consent (Recital
32, GDPR). Wang et al. observe that people who use the checkbox-enabled
interfaces release significantly less information overall and utilise granular
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choices to opt out from specific data collection compared to the participants
who use control permission dialogues that lack any options. However, Wang
et al. do not measure if their proposed new interfaces increase user attention
to what a user shared.

Sundar et al. [112] compare six different types of interaction techniques—
namely click-to-download, dragging, hovering, sliding, zooming in and out, and
flipping—in the context of informational websites on desktop. Their results
support the theoretical assumptions of the model of interactivity effects [111];
certain interaction techniques—for example, sliding—are better than others to
affect learning outcomes such as content recall positively.

6.2 Usable Ex-post Transparency Facilitating Intervenability
The latest stand-alone version of the Data Track tool, described and studied
in Paper I, and the TET that runs on the basis of privacy notifications in
Paper II are just two examples among many other ex-post TETs designed,
implemented, and occasionally evaluated in various research. Murmann and
Fischer-Hübner [80] reviewed 24 ex-post TETs which at least present imple-
mentation in a prototypical stage or an evaluated mockup. Only five of the
ex-post TETs reviewed in [80], including the Data Track tool in Paper I, either—
in theory—provide the opportunity for users to exercise (some) intervenability
rights [5, 17] or provide functionalities which have the potentials to facili-
tate intervenability [61, 89]. For example, Kani-Zabihi et al. [61] introduce
“Privacy Enquiry”, a communication channel to the data controller, which
functions as an online chat to allow users to express privacy concerns promptly.
However, it is susceptible if this mechanism could also be used by data subjects
to issue a request to exercise their intervenability rights.

The implementations of the privacy dashboards presented by Bier et al. [17]
and Angulo et al. [5] work similarly with regard to how disclosed personal data
are visualised. Data Track presented by Angulo et al. [5] and PrivacyInsight
presented by Bier et al. [17], display derived data when technically feasible.
Moreover, these two works discuss GDPR legal privacy rights and enable data
subjects to exercise their legal rights to rectify and erase data. Subsequently,
Raschke et al. [94] implement and evaluate a privacy dashboard that acts as
an interface between the data subject and the controller which theoretically
facilitates the execution of certain intervenability rights similar to two earlier
proposed privacy dashboards presented in [5, 17]. Raschke et al. [94] apply a
generalised version of the data taxonomy provided by [105] in their visualisa-
tion and offer separated views for each data category. Their expert evaluation
with three participants reveals that the current version of their dashboard and
the classification of data types do indeed help people find out what information
is collected about them; however, their evaluation also indicates that their data
classification needs to be refined based on comprehensive user studies.

Murmann and Fischer-Hübner discuss that although intervenability goes
beyond transparency, TETs should inform and guide data subjects in exercising
their intervenability rights [80]. However, only a few TETs currently available



The Lord of Their Data Under the GDPR? 37

Ta
bl
e
2:

O
ve
rv
ie
w

of
re
se
ar
ch

on
in
te
ra
ct
io
n
te
ch
ni
qu

es
to

en
ga
ge

us
er

at
te
nt
io
n
w
ith

co
nt
en
t[
A
da
pt
ed

ta
bl
e
fr
om

Pa
pe
rV

].

S
tu

d
y

C
on

te
x
t

T
y
p

e
M

ea
su

re
m

en
t

m
et

h
o
d

fo
r

u
se

r
at

te
n
ti

on
R

es
u
lt

s

E
ff

ec
ti

ve
n
es

s:
U

se
r

at
te

n
ti

on
E

ffi
ci

en
cy

:
T

im
e

S
a
ti

sf
a
ct

io
n
:

S
U

S
sc

o
re

[2
0
]:

S
w

ip
e

&
T

y
p

e
in

h
ib

it
iv

e
at

tr
ac

to
rs

S
ec

u
ri

ty
w

ar
n
in

gs
:

D
es

k
to

p
O

n
li
n
e

ex
p
.

R
a
te

o
f

re
d

u
ce

d
in

st
a
l-

la
ti

o
n

s
in

su
sp

ic
io

u
s

re
la

ti
v
e

to
b

en
ig

n
sc

en
ar

io
s

In
h
ib

it
iv

e
at

tr
ac

to
rs

re
su

lt
-

ed
in

a
h
ig

h
er

re
d
u
ct

io
n

in
th

e
in

st
al

la
ti

on
ra

te
s.

In
h

ib
it

iv
e

a
tt

ra
ct

o
rs

ta
k
e

m
o
re

ti
m

e.
—

[1
2
2
]:

P
re

-s
el

ec
te

d
ch

ec
k
b

ox
es

P
er

m
is

si
on

d
ia

lo
gu

e
fo

r
Id

P
co

n
se

n
t:

D
es

k
to

p

O
n
li
n
e

ex
p
.

C
o
u

n
te

d
d

a
ta

it
em

s
re

le
a
se

d
&

o
p

t-
o
u

t
ac

ti
on

s

U
se

rs
of

ch
ec

k
b

ox
-e

n
ab

le
d

in
te

rf
a
ce

s
re

le
a
se

le
ss

in
-

fo
rm

a
ti

o
n

&
o
p
t

o
u
t

fr
o
m

so
m

e
d
at

a
co

ll
ec

ti
on

.

—
—

[1
1
2
]:

C
li
ck

,
S
li
d
e,

Z
o
o
m

,
H

ov
er

,
D

ra
g,

&
F

li
p

In
fo

rm
a
ti

o
n

a
l

w
eb

-
si

te
:

D
es

k
to

p

L
ab

.
ex

p
.

R
ec

a
ll

o
f

w
eb

si
te

in
fo

r-
m

at
io

n

Im
p

ro
v
ed

co
n
te

n
t

re
ca

ll
d

ep
en

d
in

g
o
n

in
te

ra
ct

io
n

te
ch

n
iq

u
e.

—
U

se
r

a
ss

es
sm

en
t

&
p

ow
er

u
sa

ge
co

rr
el

at
ed

in
va

ri
ou

s
m

et
h
o
d
s.

P
a
p
e
r
II
I:

C
h

ec
k
b

ox
,

C
o
n

fi
rm

a
ti

o
n

sc
re

en
p
lu

s
ch

ec
k
b

ox

P
er

m
is

si
on

d
ia

lo
gu

e
fo

r
Id

P
co

n
se

n
t:

M
o
b
il
e

L
ab

.
ex

p
.

R
ec

al
l

of
p

er
so

n
al

in
fo

r-
m

at
io

n
sh

ar
ed

C
o
n
fi
rm

a
ti

o
n

sc
re

en
h
el

p
s

im
p

ro
v
e

in
fo

rm
a
ti

o
n

re
ca

ll
.

R
ep

o
rt

s
M

ea
n

ti
m

e
to

h
an

d
le

ch
ec

k
b

ox
in

te
rf

ac
es

.
Im

p
li
es

lo
n
ge

r
ti

m
e

fo
r

co
n
-

fi
rm

a
ti

o
n

&
ch

ec
k
b

ox
es

.

G
o
o
d

S
U

S
sc

o
re

s
fo

r
b

o
th

ty
p

es
o
f

in
te

rf
a
ce

s.

P
a
p
e
r
IV

:
D

A
D

&
p
re

-s
el

ec
te

d
ch

ec
k
-

b
ox

es

P
er

m
is

si
on

d
ia

lo
gu

e
fo

r
Id

P
co

n
se

n
t:

D
es

k
to

p

L
ab

.
ex

p
.

R
ec

al
l

of
p

er
so

n
al

in
fo

r-
m

at
io

n
sh

ar
ed

D
A

D
h

el
p

s
u

se
rs

re
ca

ll
in

-
fo

rm
a
ti

o
n

th
ey

sh
a
re

a
n

d
re

d
u
ce

s
th

ei
r

u
n
ce

rt
ai

n
ty

.

D
A

D
in

te
rf

a
ce

s
a
re

m
o
re

ti
m

e-
co

n
su

m
in

g
.

D
A

D
in

te
rf

a
ce

s
h

av
e

lo
w

-
er

S
U

S
va

lu
es

,
w

it
h

in
th

e
a
cc

ep
ta

b
le

ra
n
g
e.

P
a
p
e
r
V

:
C

h
ec

k
b

ox
,

S
w

ip
e,

D
A

D

P
er

m
is

si
on

d
ia

lo
gu

e
fo

r
Id

P
co

n
se

n
t:

M
o
b
il
e

L
ab

.
ex

p
.

R
ec

al
l

of
p

er
so

n
al

in
fo

r-
m

at
io

n
sh

ar
ed

D
A

D
a
n

d
S

w
ip

e
g
iv

e
sl

ig
h
tl

y
b

et
te

r
R

ec
a
ll

va
l-

u
es

.

C
h

ec
k
b

ox
es

ta
k
e

sl
ig

h
tl

y
le

ss
ti

m
e

th
a
n

S
w

ip
e

o
r

D
A

D
.

S
w

ip
e

&
D

A
D

h
av

e
a
lm

o
st

th
e

sa
m

e
co

m
p

le
-

ti
o
n

ti
m

e.

A
ll

ea
rn

g
o
o
d

S
U

S
sc

o
re

s:
D

A
D

sc
o
re

s
h

ig
h

es
t

S
U

S
;

S
w

ip
e

sc
o
re

s
lo

w
es

t.

P
a
p
e
r
V
I:

C
h

ec
k
b

ox
,

S
w

ip
e,

D
A

D
,

C
o
n
tr

o
l

g
ro

u
p

la
ck

in
g

a
c-

ti
ve

se
le

ct
io

n

P
er

m
is

si
on

d
ia

lo
gu

e
fo

r
Id

P
co

n
se

n
t:

D
es

k
to

p

L
ab

.
ex

p
.

R
ec

a
ll

o
f

p
er

so
n

a
l

in
-

fo
rm

a
ti

o
n

sh
a
re

d
,

n
o
-

ti
ce

ad
h
er

en
ce

,
an

d
ey

e-
tr

ac
k
in

g

D
A

D
g
iv

es
si

g
n

ifi
ca

n
tl

y
b

et
te

r
R

ec
a
ll

va
lu

es
co

m
-

p
ar

ed
to

co
n
tr

ol
gr

ou
p
,

n
o

ev
id

en
ce

of
a

d
iff

er
en

ce
b

e-
tw

ee
n

th
e

ot
h
er

p
ai

rs
.

T
h

e
ty

p
e

o
f

u
se

r
en

g
a
g
e-

m
en

t
d

id
n
o
t

a
ff

ec
t

th
e

ti
m

e.
B

u
t

a
la

ck
o
f

a
ct

iv
e

u
se

r
en

g
a
g
em

en
t

si
g
n

ifi
-

ca
n
tl

y
d
ec

re
a
se

d
th

e
ti

m
e.

C
on

tr
ol

gr
ou

p
re

ce
iv

ed
th

e
h

ig
h

es
t

S
U

S
(t

h
o
u

g
h

n
o

si
g
n

ifi
ca

n
t

eff
ec

t
o
f

th
e

ty
p

e
o
f

co
n
se

n
t

fo
rm

s
o
n

S
U

S
sc

o
re

s)
.



38 Introductory Summary

provide access to functionality to analyse the data and related information for
exercising intervenability rights [80]. Even researchers who explicitly discuss
the intervenability rights of erasure and rectification in their proposed TETs
do not argue about the practical limits of ex-post TETs in terms of how far
they can actively support data subjects and the technical and legal challenges
of developing intervenability functions in their TETs.

In this thesis, the version of the Data Track tool in Paper I, to the best
of our knowledge, is the first TET that attempts to visualise data exports in
a usable way and facilitates the right to data portability by visualising data
exports. Users can import their data exports requested from a service provider
to the Data Track, visualise their data in different usable views, edit their data,
and then transfer them to other services, if feasible in practice. However,
the Data Track tool in Paper I does not discuss the solutions for visualising
and exploring combined data exports from multiple services which have its
own challenges. Recently, Schufrin et al. [106] presented the TransparencyVis
tool, which is a web-based prototype to unify and visualise data exports from
different online services.

A few authors have investigated the problems that users face when they
attempt to delete data [45, 93], opt out from unsolicited advertisements [45],
or manage cookie consents [117]. Nonetheless, Paper II, for the first time
discusses users’ expectations of how they would like to be guided and exercise
their rights in a TET and the corresponding implications on the design and
implementation of TETs. The TET in Paper II is a proof of concept of how
users can be guided in exercising their intervenability rights through privacy
notifications. In Paper II, we discuss that users will be able to experience usable
transparency and intervenability if service providers and TETs go hand in
hand. Nevertheless, ultimately, it is the service provider who can heed the
user’s choice.

7 Summary of Appended Papers
Paper I – Visualizing Exports of Personal Data by Exercising the Right
of Data Portability in the Data Track—Are People Ready for This?

A transparency-enhancing tool calledData Track has been developed at Karlstad
University. This paper reports on a user study that investigates the perception
of a new function visualising exports of personal big data for the data subjects,
whichwe added to the latest stand-alone version of the tool. To analyse the users’
perception of Data Track and its transparency features as well as the concepts of
data export and data portability, we conduct a qualitative user study in which
users experience the latest stand-alone version of the tool. We observe that
although users have little interest in the visualisation of derived data activities
revealed in the Google location file, they are interested in other kinds of derived
data, such as movement and travel patterns, usage patterns for different service
providers, statistical data based on their behaviours, and information about
to whom their data are disclosed, how their data are exchanged, and how
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they might receive related advertisements. Moreover, we confirm that it is
confusing for users to differentiate between locally and remotely stored and
controlled data. Finally, despite being concerned regarding the security of the
data exported to their machines, for exercising the right to data portability
under the GDPR, most participants prefer to first export and edit their data
before uploading them to another service provider. Users appreciate Data
Track for being of aid in this context. Users would like to be in control when
exercising the right to data portability. In other words, they do not prioritise
the convenience of having their data transmitted directly from one controller
to another one if it is technically feasible. In the future, we would like to extend
the tool to visualise data exports of other service providers and to expand its
functionality to support users in all the steps involved in exercising their right
to data portability.

Paper II – From Design Requirements to Effective Privacy Notifications:
Empowering mHealth Users to Make Informed Decisions

Currently, only few usable tools exist to provide users of online data services
with the transparency of how their personal data have been processed and
advise them regarding making informed decisions of how to intervene based on
the information obtained. Privacy notifications can facilitate said functionality
for the usage context of personal health tracking by accommodating user needs
for the ecosystem of mobile phones. To address the lack of concrete design
requirements for implementing usable tools, we elicit a set of design require-
ments from the literature, implement a prototype, and conduct a qualitative,
iterative lab study to evaluate the efficacy of the requirements immanent in the
prototype. The study targets active, former, and prospective users of mhealth
services (n = 16), and elicits qualitative feedback to evaluate the prototype in
three iterations. This iterative process yields a proof of concept in the form of a
prototypical implementation of a TET which shows how privacy notifications
can be implemented suitably as well as a set of revised design requirements that
reflect the results of the evaluation. The concept of privacy notifications and
the overall functionality of the prototype are received positively. However,
the test subjects prefer additional empowerment in terms of being able to
take immediate actions. The findings obtained during the evaluation of the
prototype lead us to believe that privacy notifications have the potential to
provide users of mobile devices with customised, situational awareness of mat-
ters concerning the processing of their data and enable them to make informed
follow-up decisions to improve their privacy. Moreover, the set of evaluated
design requirements can provide designers with the principles necessary to
leverage privacy notifications to implement respective functionality.

Paper III – User Evaluations of an App Interface for Cloud-based Identity
Management

CREDENTIAL is an EU-funded Horizon 2020 project that involves devel-
oping, testing, and presenting cloud-based services to manage digital identity
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information and personal data with a higher level of security than existing
technology. The CREDENTIAL Wallet is the central component of the tools
developed in this project, and it supports users with its functionalities in a
mobile application acting as an identity provider and a data access manag-
er. The user interfaces of this app can be used to evaluate general questions
concerning people’s understanding of and preferences for providing consent
and their appreciation of more privacy-friendly single sign-on solutions than
what is currently offered to the general public. In this paper, we conduct
usability studies for the prototype of the CREDENTIAL mobile app as an
identity provider. The goal of the conducted studies is twofold: to assess
i) users’ consciousness of data disclosures and flow of data in authorisation
dialogues (consent forms), and ii) users’ understanding of authenticating to
service providers and authorising service providers to access personal data in
the context of identity providers accessible via mobile apps. The study en-
compasses a set of three user tests made of the core functions of authorisation
and authentication. Results show that using a person’s fingerprint for giving
consent is easy, but most participants do not have a correct view of which
entities may have access to their fingerprint data. Familiarity with identity
apps appears to aggravate misunderstanding. In addition, the results reveal that
it is not easy for our participants to recall the details of personal data releases
and settings for disclosure options. An evaluation with a confirmation screen
suggests that the confirmation screen slightly improves recall rates and can be
a default option in authorisation dialogues. Our participants voice a desire
to have control of their data and express a wish to be able to manually select
mandatory information, which can be a means of slowing users down and
cause them to reflect more. However, effective ways of unobtrusively slowing
users down to reflect more are subject to future work.

Paper IV – Helping John to Make Informed Decisions on Using Social
Login

Users need to make two privacy-related decisions when subscribing to a new
web service: i) whether to use an existing SSO account of an identity provider
and ii) the information the identity provider is allowed to share with the service
provider. From a privacy perspective, the use of existing social network-based
SSO solutions (i.e. social login) is not recommended. However, this recom-
mendation is accompanied by drawbacks regarding security, usability, and
functionality. Thus, in principle, it should be up to the user to consider all
advantages and disadvantages of using SSO and to consent to requested per-
missions, provided that the user is well informed. Another issue with existing
social login sign-up interfaces is that they are often not compliant with legal pri-
vacy requirements of informed consent and “Privacy by Default”. Accordingly,
our research focuses on enabling users to make informed decisions and provide
consent in this context. To this end, we identify users’ problems and usability
issues from the literature and through an expert cognitive walkthrough, and
we elicit end-user and legal privacy requirements for UIs that enable users
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to provide informed consent. We utilise this input to develop a tutorial for
informing users about the pros and cons of sign-up methods. We also use this
input to design SSO sign-up UIs for enabling informed consent, following the
approaches of human-centred and privacy by design by addressing user require-
ments and legal privacy requirements from the beginning and throughout the
UI development cycle. We test both the tutorial and the UIs in a between-
subject laboratory study with 80 participants. The results indicate that the
tutorial notably helps users improve their knowledge about the advantages of
options they have for sign-up; however, more investigations are required to
ideally communicate the advantages and disadvantages of services that may
threaten users’ privacy. For our newly developed UIs, informed consent is
enforced with the help of the active involvement of users via DAD and the
question-and-answer method. The results reveal that the new UIs are signifi-
cantly more effective in helping users to provide informed consent than the
current authorisation dialogues of the social network. In conclusion, affirma-
tive actions such as DAD that require users to carefully check opt-in choices to
be made as well as interactive knowledge testing and feedback are examples of
effective HCI concepts for UIs that enable users to provide informed consent.

Paper V – An Evaluation of Three Designs to Engage Users when Provid-
ing Their Consent on Smartphones

In this paper, we contribute to decreasing the gap between requirements of
informed consent and the design of user interfaces for consent dialogues. We
investigate three interactive techniques—namely DAD, checkbox, and swiping—
that actively involve users in the process of providing consent via permission
dialogues of IdPs on mobile devices. The interaction techniques may differ
in terms of how users perceive them and the cognitive efforts they require.
Therefore, the interactive techniques utilised in this paper, which facilitate users
to select personal information actively, are compared in terms of their usability
and effectiveness to help users be more attentive and aware of their data flow.
We report on three user studies with 60 participants in total (n = 3×20), each
conducted to test a specific interactive design option. The results reveal that
checkboxes, while speedy, do not engage users as much as DAD or swiping.
Different interface designs have an impact on perceived usability. Younger
adults are, in general, faster in handling the permission dialogues and providing
their consent thanmature adults (over 30). However, the fact that we are unable
to demonstrate a relationship between the time for the task and participants’
information recall rates prompts further investigation; does spending more
time on a design also imply more attention to essential items on the dialogues?
In such studies, direct methods to measure attention, like eye-tracking, must
be used.
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Paper VI – The Dilemma of User Engagement in Privacy Notices: Effects
of Interaction Modes and Habituation on User Attention

Privacy notices and consent forms are the means of conveying privacy policy
information to users. Valid consent needs to be confirmed by a clear affirmative
action (Art. 4 (11), GDPR). Despite previous research, it is not yet clear
whether user engagement with consent forms via different types of interactions
for confirming consent plays a significant role in effectively drawing user
attention to the content, even after repeated exposure. We investigate, in a
laboratory study, how different types of interactions which engage users with
consent form contents differ in terms of their effectiveness, efficiency, and
user satisfaction. Moreover, we examine if and how habituation affects user
attention, satisfaction, and the time they spend on providing their consent.
We conduct a controlled experiment with 80 participants in four different
groups where people are either engaged actively with policy information via
DAD, swipe, or checkboxes or are not actively engaged with the content (as
the control condition) in a first-exposure phase and a habituation phase. We
measure user attention to consent forms along multiple dimensions, including
direct, objective measurements and indirect, self-reported measures. Our
results show that the different types of interactions may affect user attention to
certain aspects of policy information. In particular, the DAD action results in
significantly more user attention to the data items compared to other groups.
However, with repeated exposure to consent forms, the difference disappears. It
appears that during the habituation trial, users learn how to manage their time
and resources to respond to the consent requests more effectively and efficiently.
Thus, uniform consent forms with identical layouts across different services
could train users to attend to the right pieces of information. We conclude
that user engagement with policy content needs to be designed with care so
that attention to substantial policy information is increased and not negatively
affected. Based on our results, we also derive a few design recommendations in
this paper.

Paper VII – Fingerprint Recognition onMobileDevices: WidelyDeployed,
Rarely Understood

Misunderstanding of who has access to authentication tokens affects obtaining
and withdrawing consent, particularly in the context of IdPs. In this paper, we
conduct an online study—an Internet-based survey with 100 participants—to
investigate individuals’ perception of privacy of fingerprint recognition on
mobile devices and the sensitivity of fingerprint data. Our work contributes
to the body of knowledge by reporting and discussing i) people’s perception of
entities which have access to and control of authentication tokens (i.e. finger-
print biometric data and PIN codes) in the context of IdPs, ii) the differences in
attitudes towards privacy and sensitivity of fingerprint data among people who
use the fingerprint technology on their devices and others, and iii) people’s
subjective opinions about the degree of sensitivity of fingerprint data and their
justifications of their answers. This study also reveals that when we do not aim
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to measure the exact characteristics of user interaction with fingerprint sensors,
we can use a simplified prototype in which clicking on an icon on the screen
serves as a proxy for fingerprint recognition on mobile devices. In addition,
our results show that self-estimation of knowledge in Computer Security is
not a good indicator of respondents’ understanding of fingerprint security and
privacy. Our results obtained from investigating users’ perception of access to
and storage of fingerprint data as sensitive data (i.e. the perception of privacy)
and users’ opinions regarding its security can help system and UI designers
address user problems in this context.

Paper VIII – Opportunities and Challenges of Dynamic Consent in Com-
mercial Big Data Analytics

In the context of big data analytics, the dynamic demands of online data
services are changing the scenarios related to the processing of personal data.
Such changes may pose challenges with regard to legal requirements such as
transparency and consent and, therefore, call for novel methods to address
the legal and conceptual issues that arise in its course. We define the concept
of “dynamic consent” as a means to meet the challenge of acquiring consent
in a commercial use case that faces a change for repurposing the processing
of personal data to implement new data services. We present a prototypical
implementation that facilitates incremental consent forms based on dynamic
consent. We report the results gained via two focus groups which we used to
evaluate our design, and we derive implications for future directions of research
from our findings. Our expert evaluations show that not all experts easily
understand our approach involving alternative paths for obtaining dynamic
consent. Nonetheless, those that understand how the concept of dynamic
consent is used in our scenario also appreciate the approach of incremental
consent requests. This dynamic way of collecting or altering user permissions
should come along with meaningful ways to exercise the intervenability rights.
In particular, theUIs of dynamic consent should provide users with direct access
to functions for easily revoking a previously given consent, when a request to
extend this consent appears dynamically. Future directions for the design of
dynamic consent should address these results of our expert evaluations.

8 Conclusion and Future Work
Aiming to increase individuals’ control of their data, the GDPR enhances the
transparency requirements for data collection practices and empowers data sub-
jects with certain rights. Despite these enhanced rights of the data subject, users
have little or no control over who uses their data and for what purposes, which
consequently imperils the privacy of their personal information. Therefore,
apart from aiming for legal compliance, HCI implications of the legal privacy
rights and requirements must be considered to make them effective in terms of
enabling users to maintain control of their data in practice. Consequently, this
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thesis investigated how to design usable tools and solutions which improve
user-centred transparency, intervenability, and consent.

First, to facilitate intervenability through improving user-centred ex-post
transparency and address RQ1, we designed, implemented, and tested two
ex-post TETs. Moreover, we provided a set of validated design requirements
for implementing TETs that run on the basis of privacy notifications. We
revealed that users appreciated the functionality and transparency provided
by our proposed TETs. However, our research unravelled a few challenges
that need to be addressed should intervenability be facilitated through usable
transparency provided by client-side ex-post TETs.

Based on the commonality of the results achieved with regard to users’
attitudes, understanding, and concerns related to the functionality and infor-
mation provided by our proposed TETs, we conclude that users of client-side
TETs will not always be able to differentiate between the tool itself and the
data service for which it provides transparency. They appreciate simplicity
and efficiency but not at the expense of lack of control of their data. Users
want comprehensible and straightforward, yet complete, information while
exercising their rights. They expect to have additional empowerment in terms
of taking immediate actions provided in TETs. In addition, easy and simple
ways of exercising intervenability rights must simultaneously assure them
regarding the effectiveness and efficacy of taking action. Finally, users prefer to
use a tool that enables them to visualise and review their data exports instead
of immediate and direct transfer of their data between services when exercising
their right to data portability.

However, satisfying user expectations and the practicability of providing
ex-post TETs which respect user needs require to solve the technical and
legal issues regarding the collaboration among various stakeholders, including
TETs and data services. Future research on improving ex-post transparency
and intervenability must cater to the user problems, needs, and expectations
concerning the ex-post TETs revealed in this thesis.

Second, to improve user-centred ex-ante transparency and consent and
address RQ2, we designed usable consent forms in the context of identity
providers which actively engaged users with policy information and evaluated
their effectiveness on drawing user attention, their efficiency, and user satisfac-
tion. Moreover, we examined if the potential short-term benefits arising from
engaging users with the content were robust to habituation. Actively engaging
users with policy information through different interaction techniques, al-
though more time-consuming, is effective in drawing their attention compared
to situations where users can easily click to continue. Repeated exposure to
consent forms negates the short-term benefits of engaging users with policy
information. Nonetheless, consistent consent forms with identical layouts
across services could train users to pay attention to the appropriate pieces of
information.

Engaging users with policy information in consent forms needs to be
carefully designed. The design must not cause insufficient or less attention to
any policy information that allows users to understand the consequences of
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data processing. Interactivity compromises the processing of non-interactive
content. Moreover, different types of actions cause inconsistent attention to
the policy information involved. For example, the DAD action results in more
user attention to the policy items that must be dragged than the policy items
to which dragged items are dropped.

We conclude that designers should consider the context of use when select-
ing a suitable interaction technique to engage users with policy information.
For example, checkboxes suffice for both fulfilling the legal requirements and
drawing user attention in frequently-appearing consent forms such as (block-
ing) cookie consent notices. Our results concerning the effectiveness of user
engagement with policy information are valid so long as users have to interact
with content and there are no dark patterns involved. Interface designs that
seek to lead users into desired behaviours through malicious interaction flows
are referred to as “dark patterns” [43]. For example, the dark patterns of not
showing a reject all button on the first page next to the accept all button and
not showing granular control at the first layer make it more likely for users to
accept cookies [83].

To further contribute to improving consent, we investigated how certain
technologies could affect the provision of informed consent and studied the
effectiveness of our proposed design for adapted consent based on the pecu-
liarities of the technology at hand. Particularly, we designed and evaluated a
prototype that facilitated incremental consent forms based on dynamic consent
for repurposing new types of data derived in big data analytics. Users who
understand how we implement the concept of dynamic consent appreciate the
incremental consent requests which have the potential to describe the context
more accurately and increase user control of their data if suitably designed. Fur-
ther, we investigated different people’s understanding of privacy of fingerprint
recognition in the context of IdPs and their attitudes regarding the sensitivity
of the fingerprint data, which could affect obtaining informed consent from
users as well as consent withdrawal. The user expectations and issues revealed
in our evaluations must be addressed in the future design of adapted consent
dependent on the technologies at hand.

With technological advancements such as the emergence of new big data an-
alytics and algorithmic decision-making and the demand for privacy-preserving
data processing, the current practices of obtaining consent based on data
protection rules and regulations face new challenges. For example, with the
ever-growing application of neural networks, how can service providers achieve
specific and informed consent from their customers when the process itself is
not transparent or the data processing purposes are impossible to predict and
explain? Thus, current practices must be adapted to the demand and traits of
the technologies at hand. Future research should focus on finding solutions
for providing usable transparency for privacy-preserving neural networks and
obtaining informed consent from users in this context.

The stricter requirements of consent in the GDPR—for example, the need
for explicit consent in certain circumstances—call for more investigation to
find usable solutions which can assure the enhancement of user autonomy and



46 Introductory Summary

control. The result in this thesis revealed that even with active engagement
with policy information, users missed the salient fields and gave their con-
sent, which could have severe consequences for the privacy of their personal
information. Thus, future research should investigate affirmative actions for
providing explicit consent. Users may associate using digital signatures to
confirm consent with legal commitments. Nonetheless, future research should
investigate if this brings more attention to policy information.
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