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Abstract

Access to the Internet is a very significant part of everyday life with increasing online services such as news delivery, banking, gaming, audio and high quality movies. Applications require different transport guarantees with some requiring higher bandwidth and others low latency. Upgrading access link capacity does not guarantee faster access to the Internet as it offers higher bandwidth but may not offer low latency. With increasing number of mobile devices supporting more than one access technologies (e.g., WLAN, 3G, 4G,..), there is a need to analyse the impact of using multiple such technologies at the same time. Legacy transport protocols such as TCP or SCTP are only able to connect to one access network at a time to create an end-to-end connection. When more than one access technology is used, there may be a large difference in the data rate offered by each technology. This asymmetry might impact latency sensitive applications by creating out of order delivery. In this thesis, we focus on the latency aspect of multipath transport protocol performance. We consider CMT-SCTP and Multipath TCP as available multipath protocols that were designed to exploit multiple paths for better throughput and reliability. We consider various real world traffic scenarios such as Video, Gaming and Web traffic to measure end-to-end latency. We perform simulations, emulations and experiments using heterogeneous network settings involving access networks with different bandwidth, delay and loss characteristics. MPTCP performs better in terms of latency than CMT-SCTP and TCP in certain scenarios where available paths are symmetric. However, MPTCP does not perform well in asymmetric scenarios with latency sensitive traffic. This analysis provides insights in to various areas of improvement in MPTCP such as scheduling and loss recovery to achieve low latency.

We further focus on packet loss recovery in MPTCP for specific cases of tail losses to reduce latency. Tail losses are the losses that occur at the end of a packet stream. Recovering such losses is of higher significance to latency sensitive applications. We propose a modification to the use of TLP, a mechanism in TCP for tail loss recovery. We evaluate the performance of proposed TLP modification, first using emulations and with real world network experiments. Our results show significant improvements in latency for specific loss scenarios in emulations and upto 50% improvement in experiments.

Keywords: Internet Latency, Transport Layer, Multipath TCP, Loss recovery, Tail Loss Probe, Performance Evaluation
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1 Introduction

Internet data traffic has seen significant growth during the last few years. Innovative technologies both in the data transmission and storage led to the rapid archiving and retrieving of huge volumes of data on the Internet. The traffic characteristics have changed over time along with the evolution of the Internet technologies with increasing content categories (e.g., documents, audio, video). Access to data is possible from a wide variety of devices ranging from fixed networked desktops to mobile devices. Multimedia content is a large part of the data accessed from mobile devices [7]. Often mobile devices support multiple technologies such as WLAN, and 3G/4G increasing the need to exploit the use of multiple networks simultaneously. This concept of using multiple network interfaces for a single connection is known as multi-homing. User demands can vary based on the applications with some requiring higher throughput and others lower latency. Interactive multimedia content became a significant part of the Internet traffic that brought up more stringent latency requirements. Increasing capacity by using high bandwidth links do not necessarily reduce the latency at data flow level. Latency intensive interactive applications are not able to utilize the advantages of multiple technologies due to lack of support from underlying transport layer. To improve the data rate, applications can use multiple flows of Transmission Control Protocol (TCP) [22] or User Datagram Protocol (UDP) [21] on a single network technology. TCP allows binding to only one network address as an end-point in a connection. A major bottleneck to research in this direction is that any new transport protocol proposed should be supported by many devices in the Internet. The penetration of TCP in the Internet has been so high that applications inherently assume TCP or UDP as the transport layer. Any new transport protocol trying to utilize multiple networks must be within the TCP semantics or bypass the TCP with its own reliable transport layer to be successful. Concurrent multipath transfer (CMT) [12] using Stream Control Transmission Protocol (SCTP) [25] is an initial attempt to use multiple paths at the transport layer mainly for concurrent use of multiple paths.

In 2011, Multipath TCP (MPTCP) [10] was developed as an experimental standard in IETF as an extension of TCP. MPTCP was developed with specific goals to improve the robustness of transport layer by increasing the redundancy and resource utilization. Initial use-cases of MPTCP using multihomed devices showed significant improvement in throughput making it a widely acceptable approach to exploit multiple access networks simultaneously. MPTCP does not change the way applications perceive the transport layer (i.e., as a TCP flow) through application transparent design, which made MPTCP easily deployable. Application performance does not just come with high throughput, but also with low latency for many applications. Several delays in different layers of end to end networking add to the latency [4]. Even though, minimizing latency is not a design goal of MPTCP, in order to be acceptable to applications, latency performance of a flow using MPTCP makes a desirable study. It is an obvious curiosity to compare the latency performance of MPTCP to that of CMT and
TCP.

In this thesis, we focus on the latency perceived by data flows using multipath transport protocols that facilitate multi-homing. Data flows on the Internet are often from different applications and any analysis that assumes a single type of data may not be complete. Video traffic constitutes the largest percentage of traffic on the internet with live video growth predicted to increase 15-fold between 2016 and 2021 [7], and is therefore naturally part of our investigations. Live video is latency sensitive in nature with increasing use of live broadcast in online social media platforms and live video conference events. We consider interactive live gaming traffic as another traffic type to study the performance and compare multipath protocols along with video traffic. Web traffic is another latency sensitive traffic type used in this thesis considering the growth in online banking and authentication transactions that are often short flows in nature. In the initial part of the thesis, we compare the performance of three transport layer protocols with respect to latency for different traffic types, namely MPTCP, CMT-SCTP and TCP. With two protocols being multipath in nature, another dimension of path asymmetry comes in to focus in the analysis. Our results also indicate the effect of path asymmetry in flow latency for multipath transport protocols.

MPTCP latency depends on the flow characteristics as well as path asymmetry. Various parts of the MPTCP implementation use several methods to schedule packets on multiple paths, congestion control and handling losses. In the second part of the thesis, we focus on loss recovery in MPTCP especially for the special cases of tail losses. Tail losses are the losses at the end of packet flow and cause more delays for short flows. TCP has a mechanism to handle tail losses namely tail loss probe (TLP) [8]. In Linux MPTCP implementation, TLP is implemented per flow as a design decision. We provide a MPTCP level implementation that exploits multiple paths in handling tail losses. Emulations show an improvement in latency without adding much traffic as overhead. Further research presented in this thesis focus on this modified TLP for MPTCP which is less conservative in nature. Experiments with real traffic scenarios, using cloud based applications on a real WLAN and 4G network, show up to 50 percent improvements in latency for certain tail loss scenarios.

The rest of this introductory summary is structured as follows: Section 2 provides background to Multipath TCP along with challenges associated with improving protocol performance and comparison to CMT-SCTP. Section 3 outlines research objectives to provide scope of the thesis. Section 4 provides research problems and challenges inline with research objectives. Section 5 discusses the research methodology used in solving the research problems and achieving results. Section 6 provides short summaries of the appended papers. Section 7 concludes the introductory summary and outlines future research work.
2 Background

The idea of using multiple paths between endpoints was widely researched in the context of the network layer [17, 27] mainly for improving fault tolerance. The traffic carried between endpoints at the network layer may not always be from a single data stream. These data streams correspond to TCP flows at the transport layer. MPTCP allows a single data stream to be split across multiple paths. The basic principle behind MPTCP comes from pooling available network resources as described in [28], which was later imparted to the transport layer. Initial theoretical models [13] prove the feasibility of combined routing and rate control algorithms without compromising stability. These claims of flow stability was further strengthened in [11] and a congestion controller was proposed for multiple flows in [15], with a salient feature that it cannot be tuned to a single RTT. But these models did not find a noticeable practical use case until devices started rolling out with multiple simultaneously Internet connected interfaces. This use case was often referred to as a case of multihomed scenario with multiple interfaces.

2.1 MPTCP

The first practical implementation of MPTCP was published in [3] and the corresponding implementation on Linux was released during the same time. MPTCP was simultaneously published as an experimental standard published in IETF RFC 6182 [10]. MPTCP was developed with an objective of improving the robustness of the transport layer by increasing the redundancy and resource utilization. MPTCP implementations must meet two kinds of goals namely functional goals which steer services and features that MPTCP must provide and compatibility goals, which determine how MPTCP should appear to entities that interact with it. Many middleboxes can easily detect any deviations in TCP flow sequence due to wide usage of TCP in the Internet. To make MPTCP flows compatible to the existing middleboxes, MPTCP does not alter the sequence number mechanism of TCP. Instead MPTCP has a separate sequence numbering scheme associating a MPTCP packet to a TCP packet. TCP packet options field has MPTCP stream information so that a middlebox can assume the flow as a TCP flow even if the middlebox does not support MPTCP. But as the acceptance of MPTCP increases, middlebox vendors seem to have started supporting MPTCP by checking the options field of the TCP header for validation.

2.1.1 Path Management

The throughput performance advantage of MPTCP comes along with certain challenges as described in the following subsections. The original specification of MPTCP does discuss and provide guidelines to solve the below mentioned challenges in accordance with MPTCP design principles.
one or both of the hosts as an indicator of availability of multiple network interfaces. The path management features of the MPTCP protocol are the mechanisms to signal alternative addresses to hosts and mechanisms to set up new subflows joined to an existing MPTCP connection.

Path management decides the nature of interface announcement and creation of new subflow on the corresponding path. The proposed standard [10] suggests the use of stack internal algorithms that may implicitly try to self-optimize the behavior according to the application needs. The current Linux MPTCP implementation provides three different options for path management selection.

- **default**: A host will not announce different IP-addresses or initiate the creation of new subflows. It will accept subflow creation in passive mode.
- **fullmesh**: A host announces all available interfaces and supports subflow creation across all the paths in connected mesh.
- **ndiffports**: A host creates x subflows across same pair of endpoint IP addresses by modifying the source port. The number x can be set at runtime.

### 2.1.2 Scheduling

Schedulers play an important role in MPTCP on both ends due to the inherent complexity in choosing the right flow for the packet to be transmitted [19]. Packet scheduler breaks the byte stream received from the application into segments to be transmitted on one of the available subflows. The MPTCP design uses data sequence mapping to associate segments sent on different subflows to a connection-level sequence numbering thus allowing segments sent on different subflows to be correctly re-ordered at the receiver. The packet scheduler is dependent upon information about the availability of paths exposed by the path management component and then makes use of the subflows to transmit queued segments. In order to make scheduling decisions, a scheduler makes use of various information such as state of each TCP subflow, congestion window and RTT estimation.

### 2.1.3 Congestion Control

Congestion control is one aspect of transport layer that are well researched [1, 11] and yet provides opportunity for improvement due to variations in traffic affecting the performance of existing techniques. TCP uses the window-based congestion-control mechanism to adjust the transmission rate at the endpoints. Congestion control algorithms of TCP work at the subflow level of MPTCP if not coupled. Congestion control is an important part of the modifications that were proposed in MPTCP as the single path TCP congestion control algorithms have a set of issues in the multipath context. One of the prominent problems is that running existing algorithms such as standard TCP
independently on each path would give the multipath flow more than its fair share at a bottleneck link traversed by more than one of its subflows. In MPTCP, the congestion control is performed at the subflow level. Each subflow has its own congestion window. But the congestion windows of different subflows may be coupled to improve the performance.

All the algorithms developed [5, 14, 18, 29] for congestion control in MPTCP have common goals with little deviations. The design goals can be described as:

- **Goal 1. Improve Throughput**: Multipath flow must ensure at least the performance of a single path flow on the best available path.

- **Goal 2. Fairness**: Multipath flow should not take anymore capacity than a single path flow would take on a certain route.

- **Goal 3. Balance Congestion**: Multipath flow must send more traffic on its least congested routes while achieving the first two goals.

Current Linux version of MPTCP has three different congestion controls available: Coupled (LIA) [23], OLIA [16], and BALIA [20]. LIA is multipath variant of Reno congestion control algorithm used in single path TCP. OLIA and BALIA are improvements of LIA identifying certain conditions in which LIA performance is not optimal.

### 2.1.4 Loss Recovery

TCP has two main mechanisms for detecting and recovering from packet losses namely Fast Recovery (FR) and Retransmission Timeout (RTO). FR is quicker than RTO when there is data sent after a lost packet as it depends on duplicate ACKs. For long flows where there are sufficiently large number of packets to be transferred, FR is useful in detecting and recovering packet losses efficiently. Short flows are a majority in the web traffic which contain a few packets. A single packet loss in a short flow can be recovered by FR if the loss is in the middle of the flow. Otherwise, the loss recovery may take several RTTs as there are insufficient number of packets to send, to trigger the required number of duplicate ACKs. All the losses at the end of a packet flow whether it is long or short must depend on RTO to recover. For long flows, recovery with RTO might not affect the flow completion time due to the length of the flow, but for short flows the effect will be large.

TCP Loss Probe (TLP) [8] is a mechanism that allows flows to detect and recover from tail losses much faster than an RTO, thereby speeding up short transfers. With TLP a packet loss in the middle of a packet train as well as at the tail end will now trigger the same fast recovery mechanisms. It assumes other algorithms such as early retransmit [2] and FACK threshold based recovery are present.

In Multipath TCP [9], a connection can have multiple TCP subflows using different interfaces on different routes. Packet losses in each subflow are assumed to be detected and recovered in a similar fashion as that of TCP.
However, it is not completely clear how the loss recovery happens in the implementation and which subflow retransmits the lost packets. If the recovery is handled at the meta level, the lost packet may be rescheduled and retransmitted at the available subflow with lowest RTT. If the recovery is handled at the flow level, the packet may be retransmitted in the same subflow.

In the Linux implementation of MPTCP, a heuristic was used for loss recovery. The heuristic says that if the retransmission is a fast retransmit, then the same subflow is used for retransmission. If the retransmission is for a timeout, then the scheduler would re-evaluate the packet transmit options. In addition, the lost packet is always retransmitted on the original subflow as required by TCP.

2.1.5 Mobility

MPTCP RFC argues that host mobility can be addressed at the transport layer instead of at network layer with Mobile IP [24]. The best use case of MPTCP is the multihomed scenario with a mobile device connected to multiple wireless networks. Mobility is an important requirement for such scenario. Estimated values such as RTT within the working of the protocol often change with mobility. These estimates used in various algorithms of MPTCP such as scheduler might disturb the stability of the protocol performance [26].

2.2 MPTCP vs CMT-SCTP

Both MPTCP and CMT-SCTP provide multipath transport with resource pooling principle as the basis. CMT-SCTP was proposed earlier than MPTCP. Some of the drawbacks of CMT-SCTP towards acceptance by middleboxes like firewalls or Network Address Translation (NAT) with Port Address Translation (PAT) to work in the Internet are addressed in the design of MPTCP. Both protocols have different signalling mechanisms for establishing multihomed connections. MPTCP uses coupled congestion control where as CMT uses uncoupled congestion control based on SCTP implementation. Both protocols support various scheduling schemes based on RTT.

3 Research Objective

In this thesis, research mainly focuses on improving the Internet transport layer performance in terms of latency. Towards this objective, we study the multipath transport protocols to answer the following questions and contribute to identifying challenges for achieving low latency.

(O1) How do multipath transport protocols perform in different traffic scenarios (Heterogeneous and Asymmetric)?

(O2) What characteristics of multipath transport protocols affect the performance in these scenarios?
How can the retransmission behavior of MPTCP be modified to improve latency for different traffic and loss scenarios?

4 Research Problems and Contributions

1. Latency performance analysis of multipath protocols with various traffic scenarios: For an increasing number of applications, latency plays an important role as it directly impacts their performance. Still, most work considering multi-path communication is solely focused on resilience and throughput maximization. The work presented in this thesis tries to bridge this gap by evaluating whether multi-path communication can help latency-sensitive applications satisfy their users’ requirements. The first paper of the thesis addresses this issue examining three latency-sensitive applications: video, gaming and web traffic. The results indicate that multi-path communication can reduce latency significantly, but only when paths are symmetric in terms of delay and loss rate. The potential gain comes mainly from two factors: the possibility to distribute short bursts of data over multiple interfaces and the ability to select the best of the available paths for data transmission. In asymmetric scenarios where the latency reduction is not as significant (or non-existent), applications may still benefit from other properties of multi-path communication, without increasing latency. This is, however, highly dependent on the scheduling mechanism used. This contribution addresses research objectives O1 and O2.

2. Tail loss recovery in MPTCP: Improvements and Analysis: Tail losses cause significant increase in flow latency. Effective loss recovery can reduce the latency to some extent. Through emulations and experimentation, we analyze the performance of existing techniques. We propose a less conservative approach to loss recovery in MPTCP. TLP is a loss recovery mechanism in TCP that allows tail losses to be recovered faster by using a probe timeout (PTO), which is smaller than an RTO. Current implementation of MPTCP uses TLP from TCP, but only triggers retransmission on an alternate path in the event of an RTO. Our approach improves upon the existing approach by triggering retransmission on an alternate path also in the event of probe timeout. Our emulation experiments using a modified Linux implementation, show that the proposed approach in fact improves the burst completion time in most cases and equals the existing implementation in other cases. The proposed approach improves the performance when the alternate path has lower delay than the original loss path and the advantage increases with degree of asymmetry between the paths. Temporary path failures can cause probe loss along with packet loss. The approach is very effective in case of probe loss which otherwise incur RTO timeout to trigger retransmission on either path. However, the latency improvement comes at a small cost in the form of additional retransmitted...
packets if the packet is recovered on the primary path. In the case of
primary path failure, there is no additional cost of using this mechanism.
This contribution addresses research objective O3.

5 Research Methodology

Research methodology varies with the field of study. Computer science is a
diverse area of research with its roots in mathematics and broadly classified as
science with lots of engineering and technology involvement. The diversity
is evident even in the naming of degrees in various educational institutes:
some naming degree in science and engineering and some naming degree
do technology in computer science. Influences of mathematics is visible in
the theoretical models developed in computer science. Often the theoretical
models are engineered to various requirements by adding additional constraints
accordingly.

Modern computers are often seen as connected computing machines com-
pared to the initial computers which merely does the work of modern day
calculators. Connectivity allows the computers to share and process infor-
mation at different locations. The chunks of information is called as packets
and a packet switched network led to the modern Internet. The importance
of Internet in everyday life and in the area of computer science motivated
significant amount of research in computer science on the Internet and related
technologies.

The research presented in this thesis is based on study of functional perfor-
mance of computer networks. In networking, there are three ways of studying
the functional performance, namely Simulation, Emulation and Experiments.
This thesis uses all three methods of study. We use OMNET++ Simulator
to perform simulations using CMT-SMTP protocol. Multipath TCP imple-
mentation is available in Linux operating system along with several proposed
algorithms. We use CORE emulator to emulate various network conditions
and evaluate latency performance.

Emulation and Experiments offer their own benefits and come with their
own set of problems. Emulation offers near realworld results with less infras-
structure and provides a controlled environment to assess the desired metrics.
Measurements in testbed experiments provide results with several real world
uncontrolled events factored in to the desired metrics. Emulation accuracy
depends on the way it is implemented. There might be deviations from ac-
tual technology behavior as the noise in operational metrics such as delay is
eliminated to most extent. Measurements in a testbed is expensive compared
to emulations. Testbeds capture the real world technology behavior in the
measurements. Several repetitions might be needed to reduce the noise in
measurements. In this thesis, we needed to evaluate TLP for MPTCP and
the proposed modification to improve latency. We started with controlled
emulation experiments that provided a trend and then moved to validation in
more realistic testbed experiments.
6 Summary of Appended Papers

Paper I – Is Multipath Transport Suitable for Latency Sensitive Traffic?

This paper assesses whether multipath communication can help latency-sensitive applications to satisfy the requirements of their users. This paper is a work towards the first two research objectives (O1 and O2). We consider CMT-SCTP and MPTCP and evaluate their proficiency in transporting video, gaming, and web traffic over combinations of WLAN and 3G interfaces. To ensure the validity of our evaluation, several experimental approaches were used including simulation, emulation and live experiments. When paths are symmetric in terms of capacity, delay and loss rate, we find that the experienced latency is significantly reduced, compared to using a single path. Using multiple asymmetric paths can increase latency depending on the degree of asymmetry, but might benefit from other advantages of multi-path communication. In the light of our conclusions, multi-path transport is suitable for latency-sensitive traffic and mature enough to be widely deployed.

Paper II – Probe or Wait: Handling Tail Losses using Multipath TCP

This paper is a work towards the third research objective (O3). Packet losses are known to affect the performance of latency sensitive applications in the Internet such as media streaming and gaming. Transport protocols recover from packet loss in order to provide reliable end to end communication and improving the quality of user experience. The efficiency of loss recovery greatly influences the completion time of flows. In this paper we focus on the state of the art loss recovery mechanisms for TCP and MPTCP. We use controlled tail loss scenarios to evaluate the performance of loss recovery mechanisms. Based on the observations, we propose an enhancement to the tail loss recovery in Multipath TCP to improve the loss recovery time. Our experiment results show consistent end to end latency performance improvement in considered scenarios.

Paper III – Handling Packet Losses in Cloud-Based MPTCP Application Traffic

This paper extends the work towards the third research objective (O3). With this research, we validate the research results of Paper II with realworld traffic from cloud applications on an experimental testbed. Internet traffic is comprised of data flows from various applications with unique traffic characteristics. For many cloud applications, end-to-end latency is a primary factor affecting the perceived user experience. As packet losses cause delays in the communication they impact user experience, making efficient handling of packet losses an important function of transport layer protocols. Efficient packet loss recovery is thus important to achieve desirable flow completion times for interactive cloud-based applications. In this paper we evaluate the performance of MPTCP in handling tail losses using traffic traces from various
cloud-based applications. We investigate the performance of TLP in MPTCP, comparing the standard implementation to the less conservative approach proposed in Paper II of this thesis. Our experimental results show that a less conservative implementation of TLP performs significantly better than the standard implementation in handling tail losses, reducing the average burst completion time of cloud based applications when tail loss occurs by upto 50 percent in certain cases.

7 Conclusions and Future Work

Research presented in this thesis represents an initial step towards understanding the latency performance of MPTCP for various traffic types. For the first time, the effect of path asymmetry on multipath protocol latency performance is well established with this research. Most of the prior work on multipath transport layer focused on throughput maximization. The work presented in this thesis evaluates whether multipath communication help latency sensitive applications satisfy their user requirements. By considering a variety of applications such as video, gaming and web, our analysis is based on realworld traffic.

Another important MPTCP challenge towards low latency is packet loss recovery. This thesis provides a method to handle tail losses in MPTCP flows by exploiting availability of multiple paths. Emulations with synthetic traffic and experiments with real world traffic provide insights in to the use of less conservative approaches in handling tail losses. The latency reduction achieved with the proposed method is significant for short flows.

Solutions to packet loss recovery and other challenges towards low latency are evolving continuously for TCP. We plan to evaluate the new TCP approaches such as Recent acknowledgement (RACK) [6] using MPTCP and suggest possible improvements in our future research work. Furthermore, there are technological changes in the access networks such as 5G. Path asymmetry might change to a different dimension with WLAN and 5G compared to WLAN and 3G/4G. Buffers play a significant role in future as the data rates of different access technologies converge. In this context, we plan to explore the effect of asymmetric buffer sizes and loss recovery in MPTCP for various loss scenarios.
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Evaluating and Reducing Multipath Transport Latency

With an increasing number of mobile devices supporting more than one access technologies (e.g., WLAN, 3G, 4G), there is a need to analyse the impact of using multiple such technologies at the same time. The inherent asymmetry among these technologies might affect latency sensitive applications by creating out of order delivery. In this thesis, we consider CMT-SCTP and Multipath TCP as available multipath protocols designed to exploit multiple paths for better throughput and reliability. We perform simulations, emulations and experiments using various real-world traffic scenarios such as Video, Gaming and Web traffic to measure end-to-end latency. MPTCP performs better in terms of latency than CMT-SCTP and TCP in certain scenarios where available paths are symmetric. This analysis provides insights into various areas of improvement in MPTCP such as scheduling and loss recovery to achieve low latency. We further focus on packet loss recovery in MPTCP for specific cases of tail losses (losses that occur at the end of a packet stream) to reduce latency. This thesis presents a modification to the use of Tail Loss Probe (TLP) in MPTCP that provides improvements in latency for specific loss scenarios in emulations and upto 50% improvement in experiments.